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CHAPTER 1. INTRODUCTION .. !-

This report is a compendium of methods for applying measured

data to vibration and acoustic problems. The scope of this

report includes the measurement, analysis and use of vibration

and acoustic data. In covering this broad scope it is the intent

of this report to provide an assembly of information not found in

any other single volume. The information assembled here is of an

overview nature, providing the basics of the various technologies

covered, while the reader is given a list of references that give

more detailed information.

The purpose of this report is then two-fold. First, it

provides introductory material in an easily understood manner to

*. engineers, technicians and their managers in areas other than

*. their specialties relating to the measurement, analysis and use

of vibration and acoustic data. Second, it provides a quick

reference source for engineers, technicians and their managers in

the areas of their specialties relating to the measurement,

analysis and use of vibration and acoustic data.

In order to serve this purpose this report has been organized

more like a handbook than a text book. Each chapter is designed

to be as much self standing as possible with references to . "

specific sections of other chapters used when needed. In each
section the basic ideas and methods of implementing the

technology are given first. This is followed by a discussion of

the underlying principles or implications where necessary.

References are given to other material where more detailed

information can be found. Illustrations are usually given of the

applic3tion of the technology to a practical problem.

At the beginning of each chapter is a detailed outline of the

contents of the chapter in addition to the more limited Table of

Contents at the beginning of this report. Also included at the

beginning of each chapter are lists of the figures, tables and

symbols used in the chapter. At the end of each chapter is a

list of refe-ences included there in.

1-1l
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The following paragraphs briefly describe the contents of

each chapter of this report.

Chapter 2 presents an overview of the measurement technology

of vibration and acoustic data. It is divided into four major

sections dealing with sensing devices (transducers), signal

conditioning devices (amplifiers, filters, etc.), recording .-'"-.

devices, and system design. Each of these sections covers the

general requirements of that category of devices as well as

specific information about the selection and use of the different

types of devices.

Chapter 3 presents a summary of various methods of analyzing

measured data. It is assumed that the analysis is done

digitally. Analog processing methods are covered under signal

conditioning in Chapter 2. Chapter 3 is divided into four major -.
sections dealing with digital sampling, single time series .

analysis, dual time series analysis, and multiple time series

analysis. Common elements in the last three sections are

statistical measures, correlation analysis, and spectral -A-•.

analysis.

Chapter 4 outlines the essential ingredients in a test

program. They are the problem description, program objective,

data requirements, test plan, and documentation of results. This

chapter serves as a division between the presentation of the

basic tools used in the measurement and analysis of vibration and

acoustic data (Chapters 2 and 3) and the presentation of the

methods of interpreting and applying the data to solve problems

(Chapters 5 - 8). It is placed here to emphasize the

interrelation between the gathering and manipulation of data on

the one hand and the intended use of the data on the other hand.

Chapter 5 outlines some of the methods that use measured data

to estimate the characterics of a system. The main focus here is

on the use of the frequency response function. This chapter

includes both the direct and indirect methods of estimating the

frequency response function. It also outlines a number of

methods used to estimate the damping of a system. "-- "

1-2
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Chapter 6 outlines some of the methods that use measured data

to identify the transmission paths of vibration and acoustic

energy in a system. Methods for syster s with both nondispersive

and dispersive wave propagation are given. The methods include

both time and frequency domain analyses.

Chapter 7 outlines some of the methods that use measured data

to identify the sources of vibration and acoustic energy in a

system. The methods include the use of the input/output model 1- ,

and the transmission model for systems with single or multiple

sources.

Chapter 8 presents a number of methods for predicting the

vibration response of a system. They include the propagating

wave model, transmission line analysis, modal analysis,

statistical energy analysis, finite element models, transfer

function models, and extrapolation techniques. Although not all

of these use measured data in themselves, they are often involved

in the prediction or interpretation of measured data.

Specifically these prediction methods are often used to obtain

system models needed for the methods outlined in Chapters 5 - 7.

1-3
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CHAPTER 2. MEASUREMENT TECHNOLOGY , *?

This chapter of the report presents information on vibration

and acoustic measurement systems. The chapter is divided into -.

four major sections dealing with sensing devices, signal

conditioning, recording devices, and system design. -

2.1 SENSING DEVICES

The first item to be considered in designing a vibration and

acoustic measurement system is the transducer. In general terms

this is a device that converts the physical variable that we wish -

to measure into a signal that can be observed or recorded for

later data processing. This section of Chapter 2 is limited to

information on vibration and acoustic transducers. Later

sections will deal with conditioning the electrical signals "

provided by the transducers and other aspects of measurement

system design.

2.1.1 Categorization

The most commonly used transducers for vibration and

acoustic measurements are

1) accelerometers

2) microphones (and other pressure transducers), and

3) strain gages

These will be discussed in detail in this chapter. We will focus -- '-

on devices that are practically useful for vibration and acoustic

problems. This means that they can measure extremely small vib-

rtAtory motions and pressures over a very wide range of

frequencies.

2-1
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A large variety of transducers are available. These vary
with regard to the physical quantity that is measured, the ,.-')

principal of operation, the type of output signal, sensitivity

.* and dynamic range, frequency response, physical characteristics, ..',..

and durability. However, within the limitations of vibration and

acoustic measurements, we can categorize transducers into two

major groups: transducers that sense motion (vibration) and

transducers that sense force (or pressure).

2.1.1.1 Vibration Transducers

Vibration transducers can be divided into three groups:

"fixed reference" types, "differential" types, and "inertial" or

seismic" types. In the fixed reference transducer the motion at

one point is measured relative to the motion at a fixed reference

point. Examples include certain capacitance and potentiometer-

type displacement transducers and several optical devices where

the optical transducer is mounted at a fixed point near, but not

in contact with, the vibrating structure. The use of a fixed

reference transducer is, of course, limited to applications in .

which the required fixed reference point is available. In

practice the use of this type of transducer is usually limited to

"- a laboratory setting.

The differential vibration transducer provides a measurement .

of the motion at one point on a vibrating surface relative to

another. The most common example is a strain gage. Transducers

measuring an angular motion might also be termed differential

transducers. The differential transducer is sometimes limited by

a low signal-to-noise ratio, since it must measure the difference

between two motion variables that are approximately equal and

quite small.

The third type of vibration transducer is the inertial or

seismic transducer. This device can be represented by a mass- .--. ,*."

" spring system as shown in Figure 2.1. The transducer is fixed to

2-2
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the vibrating structure, and the motion at the attachment point

is inferred from the motion of the mass relative to the case.

Depending on the mass-spring resonance frequency, the damping,

and the frequency range of interest this type of transducer can
be used to measure acceleration, velocity, or displacement. .,

2.1.1.2 Pressure Transducers

Pressure transducers, force transducers, and microphones are

fundamentally the same. The differences are in application. A

pressure transducer is typically used to measure the pressure in
• .a fluid or gas while the force transducer is used to measure the

force applied to a structure. A microphone is a pressure

transducer used to measure acoustic pressures in air. Another

type of transducer not mentioned above is the hydrophone. This

transducer is used to measure acoustic pressures in water or a

fluid.

2.1.2 Principals of Operation

Although several mechanical devices exist to measure

vibration, [2.1] they are important only as a means to record

peak levels during transportation. These so-called shock

recorders and vibrating reed devices will not be discussed

further.

Transducers of practical importance for vibration and

acoustic measurement systems are electro mechanical devices. A

variety of materials and physical principals are used to convert

a motion or force into an electrical signal. A summary of these

devices follows.

2-4
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2.1.2.1 Capacitance Type

The capacitance between two plates is measured. In a

vibration transducer of this type one plate is attached to the •. '

vibrating structure and the other is held fixed. The displace-

ment of the vibrating plate causes a change in distance between

the plates and a change in capacitance. The requirement for a

fixed reference point and the nonlinearity between capacitance

and plate separation distance preclude use of this type of device

for most applications.

A second capacitance device that is commonly used is the

condensor microphone. In this transducer a thin diaphram serves

as one plate of the capacitor. At frequencies below its -

resonance frequency, the displacement of the diaphram is

*, proportional to the applied pressure. Thus, a measurement of the

acoustic pressure is obtained by measuring the change in

capacitance. Advantages include high sensitivity and wide

dynamic range.

2.1.2.2 Resistive Type

In this type of transducer the physical variable to be

measured causes a change in resistance across the transducer

leads. The most common example is a strain gage in which the

strain applied to fine wires in the gage causes a change in

resistance. The strain gage can be used directly to measure

strain on a structure or as part of a transducer such as a strain

gage accelerometer. Transducers using piezoresistive materials

also fall within this category. In such a material an applied

stress produces a change in resistance. Thus, a piezoresistive

pressure transducer or accelerometer can be designed. These

piezoresistive materials provide a much higher sensitivity than
conventional wire strain gages, have much better signal to noise

ratios, and therefore, are commonly used.

2-5
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The major advantage of the resistance-type transducer is

that it can have a good frequency response down to DC while still

having a good frequency response at high frequencies. ,....

2.1.2.3 Piezoelectric Type

Certain materials produce an electric charge that is propor-

tional to an applied stress. Use of these piezoelectric

materials in vibration and pressure transducers is common, and a

large variety of different designs and manufacturers are

available. Most commonly, a piezoelectric crystal as used as the

spring element in an inertial transducer. Since the material -:

stiffness is high, the resonance frequency of the spring-mass

system is high. This allows the transducer to provide an •-

accurate measure of the sensed dynamical quantity over a wide

range of frequencies. Such a transducer is called a

piezoelectric or crystal transducer. As a general purpose

transducer for vibration measurements piezoelectric

accelerometers are unequalled. Their only serious limitation is - -

an inability to measure DC accelerations. However, since their

frequency response can extend down to a fraction of one Hertz,

they can be used for most applications.

2.1.2.4 Inductive Type

Inductive transducers rely on converting the variable to be

measured into a change in the magnetic flux of an electric

circuit. In the self-generating type, an electromotive force is

generated as a result of a conductor moving through a magnetic

field.

2.1.2.5 Other

In some measurement problems it is necessary to use sensing

devices having unique characteristics. Often these specialized

"2-6
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transducers use one of the operating principals discussed -"

above. However, two additional principles of operation should be

mentioned. These are optical systems and reflected wave systems.

In the optical system a beam of light is used as the sensing

element. By either detecting the intensity of the beam or by .

using the interference between a reference beam and a beam

reflected from the test surface, it is possible to determine

vibratory displacement or velocity.

In the reflected wave system a microwave or ultrasonic beam

is used as the sensing element. By detecting the interference

pattern between the incident and reflected beams or by measuring

the time delay for beam pulses that are reflected from the test

surface it is possible to measure vibratory displacement.

Both the optical and reflected wave systems allow a m_

measurement to be made without contacting the surface. However,

they require a fixed reference frame and are usually limited to

low frequencies. --

2.1.3 General Requirements

The general requirement for a transducer is that it provide

an output signal that accurately represents the physical variable

that we wish to measure. This general requirement can be

expressed in terms of the following factors: . -

1) sensitivity

2) dynamic range

3) frequency response

4) physical properties

5) environmental effects

6) signal conditioning requirements
7) calibration

"2-7
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These factors will be discussed in general in the paragraphs. ,
below. Later sections of this chapter will deal with detailed

information for specific types of transducers. .'".

2.1.3.1 Sensitivity

The transducer sensitivity is expressed as the ratio of its

electrical output to the input variable it is to measure. For

example, the sensitivity of an accelerometer could be expressed

as volts per meter per second squared (V/m/s 2 ) or millivolts per

g of acceleration (mV/g). Passive transducers, in which the

output is a change in electrical characteristics such as -

capacitance or resistance, require an external supply voltage or

current. Their sensitivity is expressed either with a specified

supply voltage (or current) or as a ratio of the sensitivity to

the supply voltage. For example, most condenser microphones are "'

designed for a specific supply voltage, typically 200V. The

sensitivity of these microphones is expressed in millivolts per

pascal (mV/Pa) with the supply voltage required to be 200V. On -

the other hand, the sensitivity of a piezoresistive accelerometer

is typically expressed as millivolts per g per volt (rV/g/V). It -

is implied that the sensitivity of such a transducer can be

changed by changing the supply voltage.

Although it is not always specified, the sensitivity of a -

transducer is often determined under dynamic conditions. In this

case it is important to note that the output and input may not be

in similar terms. For example, although it is not common, it is

possible to specify the sensitivity as an rms voltage output per

peak to peak acceleration input.

Transducers are classed in families with a range of

sensitivities. Trade-offs exist between sensitivity, dynamic

range, and frequency bandwidth.
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2.1. 3.2 Dynamic Range

The dynamic range of a transducer defines the range of

amplitudes over which the transducer provides an accurate output

signal. On the high end, the maximum input to the transducer is

limited by nonlinearities and the resulting signal distortion.

In some designs the maximum limit is defined by limitations in

the structural strength of the transducer. In such a case, the

maximum limit may be lower for continuous signals than for short

transient signals or vibration shocks. In addition, the limit

for positive and negative signals can be significantly different.

At the lower end the transducer output is typically limited

by noise either from the transducer itself or from the associated

signal conditioning equipment. In either case the noise is added

to the output signal making it difficult or impossible to

identify the output signal. The noise is usuall, specified as a

root mean square value.

2.1.3.3 Frequency Response

The frequency response defines the range of frequencies over

which the transducer can be used to obtain accurate data. It is

typically specified as an amplitude response as a function of

frequency and a phase response. The amplitude response is simply

a plot or tabulation of the transducer sensitivity as a function

of the frequency of the input signal. The phase response is the

number of degrees of phase lag or lead between the input and the

output. For most transducers the frequency range is set by the

frequencies between which the amplitude response is within a

certain limit, i.e. kl0% or *0.5 dB, etc. The phase response is

often not specified. However it can be of importance in

measurements of the time waveforms for transient signals.

Although the phase response of the ideal transducer has no lag or

lead (00 phase), a linear phase over the frequency range of

"2-9

'7 ..-- ,-":, --..



,*tl 'I. A .•

Ii.

"interest is acceptable since it corresponds to a simple time '-;' "

delay of the signal without distortion.

2.1.3.4 Physical Properties .

The size and weight of a transducer are usually important in
[:L_

a particular application since it is necessary that the .•-'

transducer not affect the variable being measured. Often a

trade-off exists between the transducer size and its sensitivity

and dynamic range. Thus, although a high sensitivity and wide

dynamic range are always desired characteristics, the resulting

transducer size and/or weight may not be acceptable.

In determining the size and weight of a particular

transducer it is important to include the cable connector.

2.1.3.5 Environmental Effects

Transducers may be exposed to a large variety of environ-

ments. The most important environmental factor for vibration and

acoustic transducers is temperature. In many cases the trans-

ducer sensitivity is a function of temperature. Other

environmental factors to be considered are vibration (in the case

of a pressure transducer), fluctuating pressures (in the case of

a vibration transducer), humidity, magnetic fields, and nuclear

radiation.

2.1.3.6 Signal Conditioning Requirements

The requirement that a transducer be small and lightweight

precludes the incorporation of all but the simplest signal

conditioning equipment within the transducer itself. Therefore,

in selecting a transducer some consideration must be given to its

signal conditioning requirements. Since the required electronics

usually cost more than the transducer itself a selection is often

based on available electronics. Considerations include the

required input impedance and gain, the requirement for a voltage

2-10
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or current power supply, the required frequency response range,

and the required dynamic range (see Section 2.2 for detailed S

information).

2.1.3.7 Calibration

Most transducers are supplied with a calibrated sensitivity.

Although this sensitivity should be time-invariant, it is bene-

ficial to calibrate the transducers before they are used in a

measurement system. It is also convenient to have a system level

calibration. This type of calibration is usually achieved by a

known insert voltage source at the input to the signal

conditioning equipment. Although this calibration does not apply

to the transducer it serves to calibrate the other components of

the system. ,4

2.1.4 Accelerometers

2.1.4.1 Types and General Uses

A transducer that measures the acceleration of a vibrating

surface is generally referred to as an accelerometer.

The primary advantage in using the accelerometer for

vibration measurements is its capability to provide accurate data

over a wide range of amplitudes and frequencies. Although a num-

ber of transducers have been designed to provide a measure of

vibratory velocity or displacement, the accuracy of the accel-

erometer is such that in many measurement programs the output of

the accelerometer is electronically integrated to obtain velocity

and displacement.
In its most basic form it is a seismic device that can be

represented by a mass-spring oscillator as shown in Figure 2.1.

"" At frequencies well below the resonance frequency of the

- oscillator, the displacement of the mass relative to the case is

proportional to the case acceleration. i.*
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As a general rule the seismic mass displacement (and, .---

therefore, its output) increases as resonance frequency is .- •.•.

decreased, but its useful frequency range is reduced. A tradeoff "%-.-'

Sexists between accelerometer sensitivity and frequency bandwidth•..••

Units capable of measuring very high frequency vibrations have a ••.-

low sensitivity, while units with a high sensitivity generally -.--

Shave a more limited frequency range. •.•..

It can be equivalently stated that the force exerted by the - -

- spring element is proportional to the case acceleration• Thus, =:'

by measuring either the displacement or force, we can obtain a ..-

measure of acceleration. " "
En some older designs a stylus is attached directly to the i--'-. .

seismic mass and used to write on a rotating drum or a moving .•'-
strip of chart paper• The operation of this type of device is J..

Seasy to understand, but it has no role in a modern vibration and ?*••"?

acoustic measurement system ... -.

In the modern accelerometer the spring element is a solid- i-•".[

state material that is electrically responsive to the applied •---•

Sforce. Two types of material are commonly used. In the most --- "-
common type of accelerometer a piezoelectric crystal is used as--"-'-

Sthe spring element. This material generates an electrical charge ,.""[,

that is proportional to the stress on the material• In the.i:2""

second commonly used type of accelerometer, a piezoresistive :--'

Smaterial is used that has an electrical resistance proportional .. [.•-

-to the applied stress. •.-'
Many other types of accelerometers have been designed using

- other types of electrically responsive materials and other mecha-

Snical configurations. These other types will be briefly.

*described in this chapter. However, greater attention will be ."-.-,

Splaced on the piezoelectric and piezoresistive accelerometers, •

"* since these types of transducers play a major role in almost .-- "::..

" ~~every vibration measurement system. .---

A theoretical calculation of the response of the mass spring "''°'''---'
oscillator shown in Figure 2.1 results in the amplitude ratio and -
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phase curves shown in Figure 2.2. These curves show the theore-

tical accelerometer response as a function of frequency and the

amount of damping. The accuracy of the accelerometer extends to

the highest frequency, approximately 60% of the resonance fre- ..

quency, when the damping is - 0.65. The phase response for this

value of damping is also fairly linear, which is a desirable

characteristic. Although damping is required to provide the

highest frequency response for a given design, most commercially

available accelerometers have very little damping. In the

limiting case of zero damping reasonable accuracy (5%) exists up I.
to 20% of the resonance frequency. The phase accuracy is without

error in this limiting case at frequencies up to the resonance

frequency. Thus, as a practical rule in selecting an accelero-

meter the resonance frequency should be five times the upper

frequency limit of interest. The amplitude accuracy will be

within 5% and the phase accuracy will be excellent.

2.1.4.2 Piezoelectric Accelerometers

The piezoelectric accelerometer is a seismic transducer in

which the seismic mass is attached to a piezoelectric crystal.

Two basic designs exist. In the compression-type design the

vibration of the seismic mass causes the piezoelectric crystal to

undergo a compressive stress proportional to the case

acceleration. A typical design is shown in Figure 2.3. In this - -

design a preload is applied to the mass so that the crystal is
always under a compressive load. This prevents loss of contact

between the mass and the crystal and improves the linearity of

the accelerometer for high amplitudes. In the shear-type design

the seismic mass and crystal are arranged so that an acceleration
of the accelerometer case causes a shear stress on the crystal.

A primary advantage of the shear-type design is that it can be

made to have a very low sensitivity to deformations of the

accelerometer case. This type of design can also be successfully
used in very small transducers. .
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The compression-type design can result in a very rugged

transducer with a high sensitivity and high resonant frequency.

Its disadvantages are primarily due to its inherent sensitivity *.•

to case deformation. Typically, this type of design is more

susceptible to base strain, acoustic pressures, and temperature

transients than the shear-type. .. •

Several manufacturers provide excellent piezoelectric

accelerometers with both types of design so that the user should

focus more on the specifications for the transducer being con-

sidered than the type of design that is used.

The piezoelectric accelerometer produces an electrical

charge that is proportional to the acceleration. Two simplified

equivalent circuits are shown in Figure 2.4 and 2.5. In both

circuits the capacitance element includes the capacitances of the

piezoelectric crystal and the cable from the accelerometer to the

signal conditioning amplifier. Note that the equivalent voltage
source, Figure 2.5, depends on the cable capacitance. Thus, a

change in cable produces a change in transducer sensitivity.
This feature is sometimes inconvenient, and it is common to use

charge amplifiers rather than voltage amplifiers for signal

conditioning. Further discussion of the signal conditioning

requirements is presented in Section 2.2.3.

Typically the data sheet for a piezoelectric accelerometer

will present both the charge sensitivity, in either picocoulombs

per g (pC/g) where g is the acceleration of gravity - 960.6

cm/sec 2 - or picocoulombs per meter per second squared (pc/m/s 2)

and the voltage sensitivity in millivolts per g (mV/g) or mV/m/s 2

at one particular frequency in the range 50 to 200 Hz. The range

of sensitivities is from 0.4 pC/g (1.2 mV/g) for a very light-

weight (1/2 gm) subminiature accelerometer to 100 pC/g (100 mV/g)

for a larger (60 gin) unit. Voltage sensitivities typically range

from 1.2 to 100 mV/g. Specially designed accelerometers for

measurement of nigh-amplitude shocks may have a lower sensitivity

to prevent the output from being too large. On the other end of
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the scale some piezoelectric accelerometers have built-in ampli-

fiers which can increase the resulting sensitivity to very high W

values near 10,000 pC/g.

Note from Figure 2.4 that the ratio of the charge sensiti-

vity to the voltage sensitivity is equal to the total capacitance

of the accelerometer and its cable. Since small accelerometers i.

must use a small crystal they have a lower value of capacitance.

For example, the capacitance of the subminiature accelerometer is

only 300 pF (including cable) while that for the 60 gm high

sensitivity accelerometer is 1000 pF.

The dynamic range of the piezoelectric accelerometer defines

the range of acceleration levels over which the sensitivity is

constant within a specified tolerance. The lower limit of the

dynamic range is set in practice by the electrical noise of the

signal conditioning amplifier or tape recorder. Since the noise

can be expressed as an equivalent rms level at the input to the
amplifier, either pC in the case of a charge amplifier or mV in

the case of a voltage amplifier, the lower limit for the

piezoelectric accelerometer is increased by selecting a unit with
the highest sensitivity. A typical high-quality charge amplifier

noise floor is 10-2 rms pC over a bandwidth of 10 to 100,000

Hz. Use of such an amplifier with an accelerometer having a
sensitivity of 100 pC/g results in a noise floor of 10-4 g rms.

Filtering of the amplifier output makes it possible to measure

accelerations as low as 10-5 g within a limited frequency range.

The upper limit of the dynamic range is set by nonlineari- 1..
ties of the piezoelectric material or by potential damage to the

transducer. Typical values are in the range 2,000 to 5,000 g
with specially designed high shock transducers having an upper

* limit as high as 100,000 g.

In many cases the upper limit of the dynamic range is set

". not by the accelerometer, but by the maximum input to the signal

conditioning amplifier. Thus, in selecting a transducer careful -
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consideration should be given to the amplifier that will be

used. Since the amplifier usually costs more than the

accelerometer, it is better to buy a new accelerometer to meet

the objective of a measurement program than to buy a new

amplifier.

A major limitation of the piezoelectric accelerometer is its-.

inability to measure vibration at very low frequencies. Although

the resistance of the piezoelectric material is very high it is

not infinite so that leakage of the charge occurs at low frequen-

cies. The finite input impedance of the signal conditioning

amplifier also limits the low frequency response. For the

voltage amplifier the low frequency cutoff, fc, is determined by

the system time constant, RC, where R is the input resistance of

the amplifier and C is the total capacitance of the accelerometer -..

and its cable. The cut-off frequency is given by

f = (2-1)

The charge amplifier has an input impedance that is extremely -.-.

high. Because of its design the low frequency cutoff does not

depend on the accelerometer but on the amplifier design.

The upper limit of the frequency response is set either by

the resonance frequency of the transducer or by the amplifier.

Typically, the resonance of a piezoelectric accelerometer is

lightly damped. Thus, the sensitivity of the accelerometer shows .-.-

a large peak at the resonance frequency that is 15 to 30 dB above

the sensitivity at lower frequencies. For most commercially

available accelerometers the frequency response is specified with

a ±5% deviation of the sensitivity. Typically, its upper limit

is 20% of the units mounted resonance frequency, which is usually

specified in the data sheet. The mounting technique will often

reduce the resonance frequency, and, therefore, the upper limit *-

of the frequency response.
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The lower limit of the accelerometer is typically specified

to be 1 or 2 Hz. However, the input impedance of the signal

* conditioning amplifier must be sufficiently high to obtain this

lower limit. In addition, the leakage resistance of a piezoelec-

tric accelerometer decreases with increasing temperature. This

* may affect the low frequency sensitivity, and special considera-

tion must be given when low frequency measurements are required

in a high temperature environment.

2.1.4.3 Piezoresistive Accelerometers

*The piezoresistive accelerometer is also a seismic trans-

* ducer. However, high-sensitivity piezoresistive materials are

used as the sensing elements. These materials exhibit a change

* in resistance due to an applied strain and are used in semi-

* conductor strain gages (see Section 2.1.6). In fact, the sensing -

* element in the piezoresistive accelero~neter can be considered to

be a strain gage. 3
*The primary advantage of the piezoresistive accelerometer is

* that it provides both static and dynamic response. Although the

* upper frequency limit for the piezoresistive unit is somewhat

lower than for the piezoelectric, the frequency range over which

valid data can be collected is very large. (up to 30kHz in

commercial units).

In some piezoresistive accelerometer designs the seismic

mass is damped in order to extend the frequency response to a

higher limit. The phase response is affected, but by proper

choice of the damping coefficient (see Section 2.1.4.1), the

* phase can be made to be approximately a linear function of

frequency. A linear phase results in a simple time delay of the

* signal without distortion. The damping also reduces the

* transducer response at its resonance frequency. Although the

* transducer does not provide a valid measurement at its resonance

frequency, a high signal output at this frequency can overload
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the signal conditioning amplifiers and filters. This overload

problem is particularly severe for shock tests where ringing of I -•

an undamped transducer can result in a large signal output.

The static or DC response capability of the piezoresistive

accelerometer is also desirable in shock tests where the

objective is to measure a transient waveform without distortion. E-'.

A disadvantage of the piezoresistive design is the -. "-

requirements for a regulated constant current power source in

some commercial units and a regulated constant voltage power

source in other units. This increases the complexity of the

signal conditioning equipment. In addition, the choice of

piezoresistive types is more limited than for the piezoelectric

accelerometers. Subminiature units are generally unavailable,

and the maximum temperature at which piezoresistive r
accelerometers can operate is typically 120 0 C.

2.1.4.4 Selection Criteria

The selection between a piezoelectric and a piezoresistive

accelerometer should be based on the requirement for low fre-

quency response. If data below 20 Hz are not required, a

piezoelectric unit with a voltage amplifier is the best choice.

For a higher cost, the voltage amplifier can be replaced with a

charge amplifier in order to reduce the lower frequency limit.

With some signal conditioning charge amps it is possible to

extend the frequency response range to less than 1 Hz.

An alternative to the piezoelectric accelerometer and charge

amp is the piezoresistive accelerometer with a constant current

power supply. Although the transducer itself provides DC

measurement capability, the DC voltage from the power supply must

be blocked with an AC amplifier.

To obtain true DC measurement capability the piezoresistive

accelerometer must be used with a Wheatstone bridge circuit. The

bridge offers excellent accuracy for both DC and dynamic
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measurements but requires the signal conditioning equipment to

have bridge balancing circuits.

In applications where either a piezoelectric or piezoresis-

tive unit can be used, the piezoelectric accelerometer should be

selected because of its greater versatility.

The next step in selecting an accelerometer is to consider . -

the sensitivity, upper frequency limit, and weight. These three

factors are typically interrelated and must be considered

together. The sensitivity must be sufficiently high that the

noise floor of the signal conditioning electronics is below the

lowest vibration amplitude of interest. For example, if a

measurement is required of vibration amplitudes down to 10-3 g's ..

and the signal conditioning amplifier noise at full gain is 10-2

mV rms referred to the input, an accelerometer sensitivity of at

least 10-2/10-3 = 10 mV/g is required. A similar example can be

given for a charge amp in which case the amplifier noise is

expressed in pC and the accelerometer sensitivity in pC/g.

In many measurement programs consideration must also be
given to the maximum value of the acceleration to be measured.

For example, if the maximum acceleration is 100 g and the maximum

voltage to the amplifier is 10 V, then the accelerometer

sensitivity must be less than 10,000/100 = 100 mV/g.

After determining the range of sensitivities needed for the
measurement, consideration must be given to the frequency

response range and the accelerometer weight. The upper frequency

limit typically extends to 20% of the transducers mounted

resonance frequency. When manufacturers data are given for .

either the mounted resonance frequency or an upper frequency

limit, it is assumed that the transducer is stud-mounted to a .-

flat steel surface.

Other mounting conditions may lower this resonance frequency

and thereby reduce the upper frequency limit. The mounting pro-

blem can be somewhat alleviated by using a very lightweight
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accelerometer. However, the sensitivity and durability of such

units may not be sufficient.

The weight of the accelerometer can also adversely affect

the measurement on very lightweight structures by the mass- -
loading effect. In general, the point impedance of the structure

must exceed the mechanical impedance of the accelerometer for the •-

measurement to be valid.

When possible the lightest weight accelerometer having a

sensitivity that is 3 to 10 times greater than the minimum - -

requirement should be used. This criteria provides a minimum

signal-to-noise ratio of 10 dB and reduces the problems asso-

ciated with mounting a heavier transducer.

Additional factors to be considered are a) transverse
sensitivity, b) temperature range, c) acoustic sensitivity, d) -

sensitivity to base strain, e) magnetic sensitivity, f) dura-

bility, and g) type of connector. In most applications these -- l

additional considerations will not influence a decision on which

accelerometer to use.

2.1.4.5 Calibration

Two methods of accelerometer calibration exist - absolute

and relative. In an absolute calibration the accelerometer is

excited to a vibration level that can be measured absolutely

within a certain error bound. The absolute measurement is

typically carried out using either optical interferometer or

reciprocity techniques. Other absolute measurement techniques

exist, but are useful only for static or very low frequency

measurements. For example, an absolute calibration of an

accelerometer with DC frequency response is achieved by simply

inverting the accelerometer in the earth's gravitational field.

A relative calibration is carried out by comparing the

output of an accelerometer with the output of a standard unit

that has been absolutely calibrated. Several manufacturers sell
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standard accelerometers for such a purpose. These units have

been calibrated absolutely by the manufacturer and are designed

so that the accelerometer to be calibrated can be directly

mounted on the standard accelerometer which in turn is mounted on

a small mechanical shaker. No special requirements need be

placed on the shaker since the calibra.:ion is based on the "N

relative output of the two accelerometers.

Although absolute calibration apparatus can be set up, the

comparison method is generally preferred for routine calibrations

because of its simplicity. A standard accelerometer should be

kept in a well-controlled laboratory setting and used periodi-

cally to check the calibration of all accelerometers. The

standard accelerometer should periodically be sent back to the

manufacturer for an absolute calibration.

Because of the potential damage to accelerometers during

their use, each unit should be calibrateC at the end of a

measurement program. The standard accelerometer should be cali-

brated at least once a year.

Before calibration the accelerometers should be carefully

inspected for mechanical damage and discarded if any has

occurred.

The actual calibration can be carried out using either a

swept sine or random excitation. The choice of technique depends

in large part on the available data processing equipment.

Availability of a two-channel analyzer makes the random technique

attractive. In either case the calibration should be carried out

over the full frequency response range of the transducer.

It is difficult to obtain an accurate calibration in the

field. However, an end-to-end calibration of the entire instru-

mentation system is very useful in checking that all gains are

properly set and that equipment is operating properly. Small

battery-operated shaker tables are available for this purpose.

Prior to mounting the accelerometer on the test structure, it can

be mounted on the shaker table and subjected to the calibration

S. .. A
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excitation. The output signal from the instrumentation chain can

be recorded or monitored to determine that its level is

consistent with the accelerometer sensitivity and all amplifier

gains.

In cases where the accelerometers must be mounted on the I -

structure before the measurement equipment is assembled, it is

not feasible or worthwhile to remove the accelerometers for a

field calibration. A careful, systematic laboratory calibration

procedure using a standard reference accelerometer is suffi-

cient. In cases where accuracy is of critical importance this •. -. -

calibration should be carried out both before and after the

measurements.

2.1.4.6 Mounting Procedures I.
The method by which an accelerometer is mounted to a test

structure is critically important to its accuracy at high

frequencies. Typically, the upper limit to the frequency

response is set at 20% of the mounted resonance frequency. The

highest resonance frequency is obtained by using a steel stud

that screws into threaded holes in the base of the accelerometer

and in the test structure. To prevent a lowering of the mounted

resonance frequency the surface of the test object should be

smooth and flat. The hole in the test object must be at right

angles to the surface.

In most cases the calibration data provided by the

manufacturer is obtained using this mounting technique.

A second method for mounting an accelerometer is to bond a

small mounting pad, which can be obtained from the accelerometer

manufacturer, to the test object using a rigid cement. Most

manufacturers recommend one or more types of cement. Proper use

of these cements does not degrade the accelerometer performance.

However, the use of a soft bond or a bond that is too thick will

result in a reduced mounted resonance frequency.
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Other methods of mounting accelerometers include wax, two- '.°

sided adhesive tape, magnets, and long probes. Use of these

techniques is discouraged except for surveys where quantitative I

measurement accuracy is not needed.

2.1.4.7 Specialized Units . •,

Many piezoelectric accelerometers are designed for use under

special conditions. Shock accelerometers are designed to have a

low sensitivity and a very high resonance frequency. In

addition, these specialized transducers are designed to minimize -

zero shift. This phenomenon occurs when piezoelectric materials

are subjected to high stress. It results in a small voltage

output after the shock is over and can cause a large distortion

of the frequency spectrum with low frequency levels being too

high.

Other specialized accelerometers are designed with signal

conditioning FET amplifiers built in to the transducer case. .

These units provide a low impedance output, and, therefore, do

not require use of charge amplifiers to obtain a good low

frequency response. In addition, the built-in amplifier can have

some gain so that the effective transducer sensitivity can be

made to be very high.

A disadvantage of this type of unit is its requirement for a

power supply and typically a fairly low upper limit to the maxi-

mum acceleration it can measure.

A third type of specialized accelerometer is designed for

use at high temperatures. In these units a quartz sensing

element is used to minimize the influence of temperature on the

performance. These units can be used at temperatures as high as

260°F and as low as -200 0 F. However, their sensitivity is *-. .- *

generally quite small.
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2.1.5 Microphones and Pressure Transducers

Pressure measurements are required in a variety of

applications. In many cases the transducers to be used must

provide an accurate measure of a static or slowly varying

pressure. Although the amplitude of the pressure to be measured

can range over many orders of magnitude, the consideration of

. frequency response is often not of concern. This is not the

cases in a vibration and acoustic measurement system. In this

case the frequency range over which the pressure transducer is to _

. operate is one of its most important attributes.

"In this section we will limit our attention to pressure

transducers that are designed to measure fluctuating pressures

over a range of frequencies. This type of transducer is commonly

"* referred to as a dynamic pressure transducer or, when it is used

"- to measure acoustic pressures in air, as a microphone.

In many transducer catalogs microphones and dynamic pressure

transducers are listed together. Although these two types of

transducers are similar, there are some important distinctions.

In general terms a microphone is a dynamic pressure transducer

used to measure the fluctuating or "acoustic" pressure in air.

Unlike a general purpose dynamic pressure transducer, which may

be able to measure pressures up to several hundred or several "-

- thousand psi, the microphone is limited to measuring acoustic

pressures, which are well below the standard atmospheric pressure

of 14.7 psi. The general purpose dynamic pressure transducer may

- also have a frequency response extending down to very low

frequencies or to DC. The microphone, on the other hand, is

designed to measure only fluctuating pressures, and its frequency

response typically extends down to 5 Hz. Thus, there are many

"* applications for which a microphone is unsuitable because of its

limited ability to measure pressure signals with a large

.. amplitude and low frequency content. Examples include ..".

measurements of shock waves, ballistic pressures, hydraulic
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pressures, and combustion pressures. On the other hand,

microphones typically have a very high sensitivity and can be

used to measure the very low fluctuating pressures that are

typical of sound fields. It is important to remember that an

acoustic level of 65 dB, which is an average level for speech,

corresponds to an rms pressure approximately 5 x 10-6 psi. A

high-sensitvity pressure transducer with a voltage sensitivity of

100 mV/psi would provide an output of less than lViV.

A variety of physical phenomena have been used to design

dynamic pressure transducers and microphones. These include -.

piezoelectric effects, variations in capacitance, electromagnetic

induction, electrodynamic induction, magnetostriction, and

variations in resistance. Although the moving-coil

electrodynamic or "dynamic" microphone has been in popular use

for many years, its low sensitivity and susceptibility to

vibration-induced response eliminate this type of transducer from.. -

modern measurement systems.

As a practical matter, we can limit the discussion to three

types of microphones or dynamic pressure transducers. These are:

1) condenser,

including both air-condenser and electret types;

2) piezoelectric

including ceramic and crystal types; and

3) piezoresistive,

including strain-gage types.

Of these three, the air-condenser microphone offers the highest

*. accuracy, but at the expense of increased fragility and more

v. stringent signal conditioning requirements. The electret

"microphone offers high accuracy, no need for a power supply, less
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" weight than an air-condenser microphone, but has a reduced

dynamic range. The piezoelectric microphone or dynamic pressure

"transducer is significantly less affected by environmental

"factors than the condenser microphone and can be made to

withstand very severe conditions. Its accuracy is sufficient for

many measurement applications. The piezoresistive pressure

transducer offers many of the advantages of the piezoelectric -

transducer with the added capability of extending the frequency

response to DC. Its upper frequency limit is higher than

condenser microphones although not as high as the piezoelectric

units, but in cases where a frequency response to DC is required

this transducer is a good choice. Its sensitivity is much lower

than condenser microphones.

2.1.5.1 Condenser Microphone

The condenser microphone is shown in Figure 2.6. A thin

diaphragm is located a small distance from a backing plate to

form a variable capacitance. Pressure on the diaphragm causes it

to move relative to the backing plate which results in a change

in capacitance. In most cases a small vent hole is used to

equalize the static pressure on each side of the diaphragm. This

vent prevents changes in barometric pressure, which are often

larger than the acoustic pressures which are to be measured, from

causing the diaphragm to deflect beyond its linear range. This

vent hole also eliminates the ability of the microphone to

measure pressures at very low frequencies and sets a lower limit

on the frequency response, typically 5 Hz.

At high frequencies a mechanical resonance of the diaphragm

occurs which sets an upper limit to the frequency response. In

many designs the response at this resonance is damped by having

small holes in the backing plate. The flow through these holes

combined with the acoustic radiation pressures damp the diaphragm
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resonant response and extend the useful frequency range to higher

frequencies. L

In air-condenser or condenser microphones, a large DC

voltage (~ 200 V) is applied to the two plates of the variable

capacitor. A simplified equivalent circuit for this type of

microphone is shown in Figure 2.7. An exact analysis of the

circuit shown in Figure 2.7 is beyond the scope of this section

due to the nonlinearities involved. An approximate analysis is

presented in Section 2.2.5. There is one point of immediate

concern in evaluating the condenser microphone. Due to the very

*small capacitance of this type of transducer, -20 pF for a 1/ 2

microphone, the signal conditioning amplifier must be located in

the immediate proximity of the microphone. The capacitance of

even a short length of cable can cause a reduction in signal

amplitude and higher distortion. In most commercially available

units the cable capacitance is avoided altogether by screwing the

microphone cartridge directly onto the signal conditioning

amplifier. This greatly increases both the size and weight of

the transducer unit, and often eliminates the condenser

microphone from consideration.

The sensitivity, dynamic range, and frequency response of

the condenser microphone are strongly dependent on the microphone

size. A large microphone allows the diaphragm to be more

flexible and to have a larger capacitance. This results in a

higher sensitivity and allows measurement of extremely low sound

pressure levels. On the other hand the greater flexibility of

the diaphragm results in large deflections which increases the

distortion at high amplitudes. The greater diaphragm flexibility

also reduces the diaphragm resonance and thereby limits the upper

limit of the frequency response.

The polarization voltage also influences the microphone

performance. A low voltage results in distortion at high

amplitudes. Thus, most condenser microphones require a
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polarization voltage of 200 V. Although units are available that

require only 28 V polarization, the upper limit of the dynamic

range for these units is typically 10 to 20 dB (a factor of 3 to

10 in amplitude) lower than for units with higher polarization

voltage.

Condenser microphones are available with either a free-field

response, or a pressure response. Precision measurements of a

localized sound source are made using a free-field microphone

pointed directly towards the source (00 incidence). Pressure

measurements in a diffuse field are made using a smaller pressure

microphone (either 1/8", 1/4" or 1/2" diameter). Use of a 1"

microphone in diffuse field measurements distorts the sound field

in a manner discussed below. Finally, pressure measurements in a

small coupler or enclosed volume are made using a pressure

microphone with an optional probe tube attachment. -

At high frequencies microphone size also can cause a

distortion of the measured sound field. Thus, measurements

obtained with the microphone diaphragm at right angles to a high

frequency sound source may be significantly different than

measurements obtained with the microphone turned 90°. Typically,

a grid is used over the diaphragm. This grid both protects the

microphone from damage and alters the directivity of the

microphone so that its response is more uniform for different

angles of sound incidence.

The use of specially designed nose cones mounted on free-

field microphones can reduce the directional variation of the

frequency response. For example, the directional variation of

frequency response of a 1" condenser microphone with nose cone is

less than 3 dB at 10 kHz for both randomly incident sound and

sound at an arbitrary angle of incidence.
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2.1.5.2 Electret Microphone

The electret microphone is a type of condenser microphone in -

which the required charge is permanently imbedded in a layer of

electret material between the diaphragm and the backplate, as

shown in Figure 2.8. The need for a polarizing voltage is

eliminated, which in turn simplifies the requirements for the

signal conditioning amplifier. Other advantages of the electret

microphone over the air-condenser microphone include; a lower

cost, lower susceptibility to environmental factors, and greater

mechanical durability. Disadvantages are a somewhat lower

sensitivity, smaller dynamic range, and lower stability over long

periods of time.

2.1.5.3 Piezoelectric Pressure Transducer I

The piezoelectric pressure transducer uses a piezoelectric . .

crystal, typically of quartz or polycrystalline ceramic

materials. The principle of operation is that the pressure on

the end of cross sectional area of the transducer applies a

compressive force on the piezoelectric crystal, and the crystal

element produces an excess of electric charge in phase with the

force.

Piezoelectric pressure transducers and compressive-design

piezoelectric accelerometers are very similar except for the

addition of the seismic mass to the accelerometer (Section

2.1.4.2).
Advantages of piezoelectric pressure transducers are

durability, response to very high frequencies, capability to

measure high pressure levels, and similarity to piezoelectric

accelerometers so that the same signal conditioning equipment can

be used. Units are available that are insensitive to humidity

and corrosive elements in the environment and that can be used

over a wide temperature range (-270 to 260 0 C).
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The main disadvantages of piezoelectric transducers are a

high sensitivity to vibration relative to other transducer types,

and the transducers cannot be used for static pressure

measur ements.

The sensitivity of a piezoelectric pressure transducer is

specified in terms of a charge sensitivity (pC/psi), and

sensitivities range from 0.35 pC/psi for general purpose

transducers up to 8.0 pC/psi for high sensitivity transducers.

The sensitivity may also be specified as a voltage sensitivity

(mV/psi), the voltage developed across the piezoelectric crystal

per unit pressure.

The dynamic range is the range of pressures over which the

sensitivity is constant within a specified tolerance (1% or

less). The dynamic range tends to be on the order of four I
decades of pressure, and various transducers are available for

pressures in the range of 0.01 to 80,000 psi.

Frequency response is limited at high frequencies by the

resonant frequency of the crystal, and this resonant frequency is

in the range of 100-500 kHz. The low frequency response is

controlled by the signal conditioning instrumentation (Section

2.2.3) and is typically 2-5 Hz.

2.1.5.4 Piezoresistive Pressure Transducer

Piezoresistive (PR) pressure transducers are similar in

operation and characteristics to PR accelerometers (Section

2.1.4.3). The difference between the transducers is that the

accelerometer has a seismic mass to convert a force to an

acceleration signal, whereas the force per unit area of the

transducer diaphragm is the variable sensed by a PR pressure

transducer.

The principal of operation is based upon the piezoresistive

effect, wherein the electrical resistance of silicon and other

semiconductor strain gage elements is proportional to the applied
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mechanical stress. The variable resistance of the PR strain gage

is used in a Wheatstone Bridge circuit within the transducer. An

external power supply is needed to power the bridge, and I

commercial PR pressure transducers are available with either a

regulated DC voltage power supply or a regulated DC current power

supply.

The clearest advantage of PR pressure transducers over other

types is the ability to measure static pressure, and additionally

measure pressures with flat frequency response at frequencies up

to 200 kHz. Additional advantages are a very low output

impedance, and negligible reponse to thermal transients. 9.

Disadvantage of PR pressure transducers are their somewhat

limited temperature (-500 to 120 0 C), and the need for a regulated

power supply.

The voltage sensitivity of a PR pressure transducer is I
specified in units of mV/psi, and transducers are commercially

available with sensitivities in the range from 0.15 to 150

• V/psi. The gage pressure full scale range in which they operate

can be from 2000 to 2 psig. Units are available for both gage P.
and differential static and oscillatory pressure measurements.

Piezoresistive transducers can be very small and light. For

example, commercial units are available with a 2.4 mm face -

diameter, 19 mm body length, and a mass of three grams..

2.1.6 Strain Gages

Strain gages are used in vibration and acoustic measurement

systems for two purposes: first, they are used to obtain a --

direct measurement of the dynamic strain at a point on a test -

object; second, they are used as an element within a transducer. -.

This section is oriented toward the use of commercially-available -. '-

transducers rather than their design. Thus we will limit the

discussion to the use of strain gages for a direct measurement of
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strain. It should be pointed out, however, that the piezoresis-

tive accelerometer and pressure transducers are an implementation

of a strain gage transducer using solid state technology (Section

2.1.4.3. and 2.1.5.). -.-

2.1.6.1 General Types and Uses

The strain gage under consideration is a thin foil or wire

that exhibits a change in resistance due to the mechanical strain

exerted on the gage. The sensitivity of the gage is charac-

terized by a gage factor k , where

k = AR/R (2-2)S~~(2-2)---

k is the gage factor, R is the initial gage resistance, L is the

initial gage length, AR is the change in resistance, and AL is

the change in length. The strain exerted on the gage is AL/L

so that the fractional change in gage resistance, AR/R , is pro-

portional to strain. The gage factor is determined by the

material of the gage wire or foil with typical values for

metallic foil gages in the range 2 to 4.

To provide a reasonable sensitivity the gage resistance must

be high. Thus, the wire or foil used for the gage is very thin

and difficult to handle. In most commercially-available gages

the wire or foil is bonded to some type of backing material. The

wire or foil is also folded several times into a grid, as shown

in Figure 2.9, so that the resistance is increased. This type of

gage is typically referred to as a bonded strain gage.

In a semi-conductor gage, a piezoresistive material is used

in place of the foil or wire. This can result in a large in-

crease in sensitivity (effective gage factors that are - 50 times -. - -

the gage factor of a conventional foil gage).

By proper choice of signal conditioning equipment (see *...

Section 2.2.6) a strain gage can be used to measure both static
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and dynamic strains. Because of their small size and light

weight they can be used to collect valid dynamic data up to very

high frequencies (- 100,000 Hz). However, because the strain

amplitude is typically very small at these high frequencies, it

is necessary to select gages with a high sensitivity in order to

obtain valid measurements at these frequencies. Because of this

requirement, bonded strain gages are generally classified as

being for either static or dynamic measurements. The static gage

has a relatively low gage factor, but is less affected by tem-

perature changes than a gage intended for dynamic measurements.

The effect of temperature is to change both the gage factor

and the gage resistance. However, if the time period of the

temperature change is large compared to the duration of the

dynamic measurement, the change in resistance will not signifi-

cantly affect the accuracy of the dynamic measurement. At low

frequencies and for static measurements the effects of tempera-

ture fluctuations are often compensated for by using pairs of

gages with one active and one dummy gage. The active gage is

bonded to the test specimen while the dummy gage, which is

identical to the active gage, is bonded to a piece of material

that is unloaded and at the same temperature as the test

specimen. The active and dummy gages are placed in a Wheatstone

bridge as shown in Figure 2.10. Changes in temperature cause the

resistance of both gages to change equally so that the bridge

stays in balance and generates no output. In addition, if the

material on which the dummy gage is mounted has the same thermal

expansion as the test specimen, then the strain due to thermal

expansion is also compensated for.

The change in gage factor due to temperature affects both

static and dynamic measurements. Fortunately, this change is

small - on the order of 1 to 2% over a temperature range of

100°F - for metallic gages. Most strain gages are designed to be

sensitive only to strains in one direction - along their'-"

2-41

.. . . . . . . . .. . . . . . . . . . . ... . . . . . . . . .



R* R

OUTPUT

E -------.

APLEDap LOAD ref 2-3

Fig. -10 empeatur Comensaion or SrainGage

2-42.



longitudinal axis. Gages such as the one shown in Figure 2.9

have a small transverse sensitivity due to the corners at each p

end of the grid. By making the corners thicker, as shown in the

Figure, the transverse sensitivity can be reduced to less than 1%

of the main axis sensitivity. '

2.1.6.2 Selection Procedure

The first step in selecting a strain gage is to determine if

its use is necessary. The inherent problems in using bonded

strain gages include: 1) difficulty in bonding the gage to the

test specimen, 2) difficulty in attaching the lead wires, 3)

general fragility of the gage, 4) pickup of electromagnetic

noise, and 5) a generally low sensitivity. Because of these -. .

problems the strain measurement should be replaced by an accel-

eration measurement when possible. However, in cases where a

strain measurement is needed the metallic foil or semi-conductor

gages should be used.

The choice between a metallic foil and a semiconductor gage P
is based in large part on the differing sensitivities of these

two types of gages. Although the semiconductor gage is more

expensive, more difficult to apply, and generally more sensitive
to temperature changes, it provides a gage factor and sensitivity

that is 50 to 100 times greater than that of the metallic foil

gage.

To obtain the gage sensitivity in pV/pstrain we assume a

current-source power supply that provides the maximum allowable

current to the gage. This maximum current is limited by heating

of the gage and is specified by the manufacturer. A typical

value is 25 ma. Using this current-supply the voltage across the

- gage is given by

Eo (t) = k I R c(t) (2-3)
out-
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where Eout is the output voltage, k is the gage factor, I is the

maximum current for the gage, R is the gage resistance, and

e(t) is the strain to be measured.

For a typical bonded me'allic foil gage

k =2.0, _ • ~F..L'"

I = 25 ma, and (2-4)

R = 120 ohm

The sensitivity is .

Eout
= 2.0 25 10 120 volts/unit strain (2-5)

6.0 PV/Pstrain

If a high quality, low-noise strain gage amplifier is used, the

noise floor over a 25 kHz bandwidth is approximately 3 pV. The

equivalent level is 0.5 pstrain. Thus, the metallic foil gage

can generally be used to measure strain levels above 1.5 pstrain*.

Even lower levels of strain can be measured by filtering the

output into a narrower frequency band.

The noise level of 0.5 pstrain is sufficiently low for

measurements of strain that are to be used to determine if dyna-

mic stresses are within ultimate strength or fatigue limits.

However, it must be understood that the vibration level corres-

ponding to a strain level of 0.5 pstrain is quite high. It is

difficult, if not impossible, to determine precisely a vibration

level from a strain level. However, as an approximate rule, the

average acceleration level of a structure can be related to the

average strain level by the equation

•*the signal to noise ratio at this level of strain would be 10 dB
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a = wC£ e (2-7) IL

where a is the acceleration, w is the radian frequency, c is the

speed of longitudinal waves in the material of the structure,

and e is the strain level. A dynamic strain amplitude of

0.5 listrain at 1000 Hz on a steel or aluminum test object

(C, = 17,500 ft/sec) is found to correspond to an acceleration

level of

a=1.7 g's (2-8)

This acceleration amplitude is well above the noise floor of a

typical accelerometer. Thus, the example illustrates that strain

gages (other than piezoresistive transducer design) should not be

used if a measurement of vibration is desired.

A second factor in selecting a strain gage is its size. A

bonded gage measures the average strain over its active length.

The advantage of a longer length is a higher sensitivity.

However, the ability to measure strain in an area of a steep

strain gradient due to a stress concentration is impaired.

The third factor to be considered is environmental condi-

tions. Temperature, humidity, pressure, electromagnetic fields,

corrosive liquids, and other physical factors can damage the gage

and affect its performance. Fortunately, in a "normal"

environment these factors do not have a major effect on strain

gage performance. Thus, a bonded metallic foil strain gage can

provide accurate dynamic strain data in most measurement

programs. The sensitivity of the metallic foil gage is generally

sufficient for strain measurements on structures, and this type

of gage should be used if possible. However, where a higher

sensitivity is needed a semiconductor gage can be used.
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2.1.6.3 Calibration

A direct calibration of bonded strain gage sensitivity is

impossible, since once the gage is bonded to a test structure it

cannot be removed. Thus, the gage can only be used once and

cannot be calibrated first and then used for a measurement. Most

strain gage manufacturers use statistical methods of quality

control. Based on calibration data from a large number of gages

off the production line they are able to specify an error-bound """

on the gage factor.

The specification of this error-bound by a reputable manufacturer

is the only practical means to determine gage measurement
accuracy.

Although a direct calibration of a gage sensitivity is not

possible, it is good practice to measure the gage resistance

before and after measurement tests. The resistance should not

change, unless temperature changes have occurred, and should be

within manufacturers' specifications.

2.1.6.4 Bonding and Surface Preparation

The bonding of a metallic or semiconductor gage to the test

structure is critical to achieving satisfactory performance. On

the one hand the bond must have sufficient rigidity to transmit

the strain from the test object to the gage. On the other hand - --

the bond must not be so rigid that it increases the local stiff-

ness of the test object and thereby reduces the strain at that

point. The best approach is to use a very thin layer of a cement

recommended by the gage manufacturer and to follow carefully the

instructions for cleaning and preparing the surface. The bonding

of gages to rough or curved surfaces is particularly difficult

and should be avoided if possible.

Failure to obtain a good bond over even a small area of the

gage results in poor data accuracy. First time users of strain

gages should experiment with their bonding procedure. One
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approach to this experimentation is to bond gages to the top and

bottom surfaces of a small cantilevered beam as shown in Figure

2.11. Under bending deformation the output of the two gages

should be equal and of opposite signs. Thus, if the two gages

are connected in series, the composite change in resistanceV*

should be zero. Any measured change in resistance is due to

.....-., ->.

either a poor bond or an error in the gage factor. A sufficientd-- "

number of samples described above should be made and tested until

confidence in the bonding technique is developed.

2.1.6.5 Special Uses

Bonded strain gages have many special uses. They are often

used as the sensing element in transducers designed to measure.

nuvariables other than strain. For example, semiconductor gages

* can be mounted on a thin diaphram and used as the sensing element -

in a pressure transducer (see Section 2.1.5). Other examples

* include designs to measure acceleration (see Section 2.1.4), dis-

placement, force, angular motion, and torque.l .

2.1.7 Other Special Purpose Transducers

The vibration and acoustic transducers described above

provide measurements at a single point on the test object. For

many measurement problems it is necessary to measure the

variation of vibration over a spatial region. The most common

example is when a spatial derivation of the vibration is

needed. Measurements of acoustic intensity or angular vibration

both require that a derivative be measured.

2,The usual technique for measuring a spatial derivative is to

use two or more sensors a small distance apart. The derivative

is expressed as the difference in the signal output from these

transducers. Since the signals to be measured are small and a

difference between signals is needed, the dynamic range of these

multiple transducer devices is limited.
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Other special purpose transducers provide direct

measurements of angular vibration or acoustic pressure p

gradient. Use of these transducers can require special mounting

procedures. However, their use is often required to meet the

objectives of the measurement program.

2.2 SIGNAL CONDITIONING EQUIPMENT

2.2.1 General Requirements

The sensing devices described in the previous section

provide an electrical signal representing a physical variable

that we wish to measure, such as acceleration, strain, or

pressure. The signal from the transducer must be conditioned

before it can be analyzed or recorded. This conditioning •-:2', -

includes several factors. For all passive transducers in which

the variable to be measured is represented as a changing

resistance or capacitance, the conditioning equipment must

provide a voltage or current power supply to obtain an electrical

signal from the transducer. The signal must then be transferred

from the transducer to a remote, centralized location where that

data is to be recorded or analyzed. Its voltage range and source

impedance must be conditioned to be within the requirements of

the recording device or analysis system. The conditioning

equipment must carry out these functions while preserving the

desired accuracy of the measurements and within available space,

weight, and electrical power. In addition, the equipment should

facilitate cal'bration of the vibration and acoustic measurement

system and should allow flexibility in the choice of a recording

or analysis device. Finally, the signal conditioning equipment

must operate properly under the environmental conditions in which

it is to be used.
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2.2.2 Identification of Basic Elements ..

The basic elements for signal conditioning are:

18i) cables

2) power supplies

3) impedance transformers and preamplifiers

4) amplifiers

"5) filters

6) encoders and transmitters, including
A to D converters

Although the selection of the signal conditioning elements

* depends in large part on the transducers being used, the cost of

these items makes it desirable to select equipment that is of

*" sufficient versatility that it can be used in a variety of appli-

cations.

The life of most commercially available signal conditioning

equipment, given reasonable maintenance, is 3 to 5 years or

longer. Thus, in selecting equipment consideration should be

given not only to the present application but to future needs.

2.2.3 Conditioning for Piezoelectric Transducers

The piezoelectric transducer signal is a fluctuating
electrical voltage. The output can be equivalently represented

by the charge equivalent circuit in Figure 2.12.a or the charge

equivalent circuit in Figure 2.12.b The transducer sensitivity

is expressed either as a charge sensitivity (i.e. coulombs per

unit acceleration) or a voltage sensitivity (i.e. volts per 'nit

acceleration). The voltage sensitivity is usually the open-

circuit voltage that would exist if the transducer were attached

to a signal conditioning amplifier with infinite input impedance.

The capacitance of the piezoelectric transducer is small

which results in a high source impedance. Because of this high
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Fig. 2.12.b Signal Conditioning with a Charge Amplifier
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impedance, special care must be given in selecting the transducer

cable and preamplifier. Although it is possible to condition the

output of a piezoelectric transducer with a general purpose

amplifier, (these are discussed in Section 2.2.7), most

measurement applications require the use of a specially designed

preamplifier. These preamps, which may be included in a general -

purpose amplifier, are in the form of either a high impedance .

Field Effect Transistor (FET) or a charge amplifier.

The effect of a cable from the transducer to the amplifier

is to add a shunt capacitance as shown in Figure 2.12. This

capacitance has no effect on the charge sensitivity of the

transducer, but reduces the voltage sensitivity by the ratio

Ct/(Ct + CC), where Ct is the transducer capacitance,

and Cc is the cable capacitance. Because of the effect of the

cable capacitance on the voltage sensitivity, many transducer

manufacturers provide a sensitivity including a specific cable
which they provide. Other manufacturers provide transducers with

FET signal conditioning circuits built into the transducer P.
case. For these transducers the circuit representations shown in

Figure 2.12 are not applicable.

To condition the signal from a piezoelectric transducer, it

is necessary to use a high input impedance voltage amplifier or a

charge amplifier. A simplified schematic of the voltage

amplifier is shown in Figure 2.12a. The amplifier gain is

governed by the ratio R2 /R 1 while the input impedance is equal to
Wtthe value of RI. Although the input impedance can be made to be

very large, it is not infinite so that the voltage amplifier

interacts with the piezoelectric transducer. The interaction

reduces the transducer output at low frequencies. The frequency

response of the transducer and voltage amplifier is governed at

low frequencies by the RC time constant, where R is the input -.*

impedance of the amplifier, and C is the combined impedance of
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the transducer and cable. The low frequency amplitude response

is given by -.K

I.LII -.AI-1 . °4

S1. (2-9) -

1+ •2

where IH(w)I is the amplitude response and w is the radian

frequency. This function is -1 dB at wRC = 2 and -3 dB at

wRC = 1. At frequencies well below 1/RC the frequency response

has a slope of 6 dB/octave. For example, if we consider a

transducer having a capacitance of 950 pf with a cable

capacitance of 50 pf and a signal conditioning amplifier with an

input impedance of 10 M2 , the cut-off frequency (at which the

frequency response is -3 dB) is equal to

f 1 1 1 1 1
16 cz- c2- 310 12"1 H --0T _ 10 10-

S The transducer output at frequencies below 16 Hz will be greatly

attenuated and the measured data at these low frequencies will be

invalid.

In some cases the attenuation of low frequencies aids in the •,-

signal conditioning. For example, if the frequency range of

interest lies above 100 Hz, there is no need to preserve the low

frequency response of the transducer. In fact, the signal at low

frequencies may only serve to overload the recording equipment.

In this case a shunt resistance can be added to the input of the

voltage amplifier to adjust the cut-off frequency to a desired

value

1 1 1 + 1 (211)

cut-off = C - + C R R
t shunt amp..
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where fcut-off is the frequency at which the response will be

3 dB down, Ct is the transducer capacitance, C. is the cable

capacitance, Rshn is the shunt resistance, and Ram is the

[ b•,~.. .r .

input impedance of the voltage amplifier.

The two major problems associated with a voltage amplifier- P...
the effect of cable capacitance on transducer sensitivity and the

roll-off of low frequency response - may not be acceptable for a

particular data collection system. In this case the signal

conditioning should be done with charge amplifiers. A simplified

schematic for this type of amplifier is shown in Figure 2.12.b.

This type of amplifier detects the electrical charge across the

piezoelectric element of the transducer. Since the voltage at

the input to the charge amplifier is driven to a very small value

(zero in the case of an ideal amplifier where the gain of the

operational amplifier is infinite) the cable capacitance has no .--. -.

effect on the output voltage of the charge amplifier. Thisipfe -. -. --

output voltage, Etp is given by

E v (2-12)
0 Ca

Twhere V is the open circuit voltage output for the transducer,

p is the transducer capacitance, and Ca is the feedback

capacitance for the charge amplifier. The charge amplifier

output is more commonly written in terms of the charge output of

the transducer, Q

E Q (2-13)
a

where the factor l/Ca becomes the gain of the charge amplifier.

The output of the charge amplifier does not exhibit the low

frequency roll-off seen previously for the voltage amplifier.
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This allows piezoelectric transducers to be used at very low

frequencies. In cases where this low frequency response is not

needed, electronic filters can be used following the signal p

conditioning charge amplifier. However, care must be taken to

avoid overloading the charge amp. Depending on the overload

characteristics of the charge amp it may or may not be possible 4.4%

to determine if it has been overloaded by looking at the output

of the filter.

As a general rule charge amplifiers are preferred over

voltage amplifiers for signal conditioning on piezoelectric

transducers. However, because of the higher cost and suscep-

tability to electromagnetic pickup when long cables must be run

from the transducer to the charge amplifier, voltage amplifiers

are also used.

The dynamic range for the signal conditioning amplifier is

set on the high end by the maximum voltage output of the

amplifier, which is typically 1 to 10 v, and on the low end by

the amplifier noise. The high source impedance of the

piezoelectric transducer requires a high impedance signal
conditioning preamplifier. Field Effect Transistor (FET) input

stages are typically used. The noise p-oduced by these

amplifiers depends in part on the source impedance.

2.2.4 Conditioning for Piezoresistive Transducers

The main signal conditioning requirement for a

piezoresistive (PR) accelerometer or pressure transducer is an

external power supply. The output signal from a PR accelerometer

or pressure transducer is a static or fluctuating voltage

requiring little further conditioning, since PR transducers have

a low output impedance and very low noise level.

The equivalent circuit for a PR transducer is illustrated in

Figure 2.13. The variable resistance in this circuit is directly -

proportional to the sensed quantity, acceleration or pressure.
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The low output impedance from the bridge makes the system

insusceptibile to electromagnetic and electrostatic noise.

The most important requirements of a PR signal conditioner

is to provide a D.C. supply voltage to the bridge of the

transducer. There are two commercial types of conditions for PR

pressure transducers, both using a Wheatstone Bridge strain gage,

variable resistance configuration. The signal conditioner in the

first type provides a highly-regulated, constant current to the ".

transducer bridge. The specific current can be adjusted on the

signal conditioner to obtain the nominal transducer

sensitivity. The constant current type of power supply is

useable over a wide temperature range.

The second type of signal condition provides a highly

regulated, constant voltage to the transducer bridge. The

sensitivity of the transducer is directly proportional to the DC

supply voltage, and setting the supply voltage to factory V

specification results in the nominal transducer sensitivity (in

mv/psi).

In order to make static pressure measurements, the signal

conditioner should have a zero-balance adjustment to null the

preamplifier output in the absence of an input signal. Since

variations in the supply voltage result in stray drift in the

calibration, it is important that the power supply be regulated.

Commercial signal conditioners use an attenuator amplifier

which provides a normalized output (•2.5 V) for inputs of 20,40,

60,80 and 100% of the full scale range of PR transducers. Such

conditioners can be used for either accelerometers or pressure

transducers.

2.2.5 Conditioning for Condenser and Electret Microphones and

Other Capacitive Devices

Condenser and electret microphones generate a signal

proportional to fluctuations in capacitance. The polarizing
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voltage across the capacitance is supplied by an external power
supply in the case of a condenser microphone, and supplied by the

embed ded elec tret layer in the case of an elec tret microphone. [ • .-. '

The output signal from the condenser or electret microphone must [.o•[

be further conditioned by a pre-amplifier due to the high output
impedance of these capacitive devices.

The equivalent circuit for the condenser microphone, cable ""''•r" - "--"
and the input stage of the preamplifier is illustrated in Figure i••..

2.14. The microphone is modeled as a current source JwC T E° ,0 i
where CT is the transducer compliance and Eo the open circuit 7.•..-
voltage. The cable compliance is Cs and the input stage of the
preamplifier has an input capacitance C in parallel with the

input resistance Rop The preamplifier voltage signal EFp isg
related to Eo by: i o d a rucTwhr Ti h rnd Cer compiane"ad'E theope cicui

E/= (2-14)
vp/l e CTT + Cocl+ Cep + (CRc a t po

p p1

The input resistance is large (~i0II Q) so that Equation
(2-14) is:

CTE /E +, R(CT+ C + C) >> 1 (2-15)p/o CT+ Co p T c p

throughout most of the frequency range. Thus the preamplifier

voltage E is simply proportional to the open circuit voltage
p

and hence the acoustic pressure impinging on the condenser

microphone diaphragm.

The signal to noise ratio is enhanced by increasing E /E
p 0

Hence, cable capacitance is eliminated by screwing the microphone

directly onto the preamplifier. The transducer capacitance is on ". -
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the order of 60 pF, and the preamplifier input capacitance is on -

the order of 0.4 pF. Thus the voltage loss is less than 1 dB.

At very low frequencies such that wR (CT+ Cc+ Cp) << 1 ,

the transmission is:

E p/Eo= wRpC T (2-16)

The transmission rolls off at low frequencies at the rate of 6

dB/octave. The response of commercially available condenser
microphones rolls off in the range of 2-5 Hz.

The preamplifier output stage has a low output impedance

50 Si), and thus can drive large cables. Peak output voltages
. and currents are typically in the range of 4 V and 15 mA,

respectively.

The self-generated preamplifier noise spectrum is of the

order of 70 pV for a 1/4" condenser microphone and 120 IV for a .- '

1/8" condenser microphone. The preamplifier operates in the - -

temperature range from -20 0 C to 100°C.

Commercial preamplifiers have adjustable gain settings,

typically -20 dB, 0 dB and 20 dB.

The condenser microphone requires an external power supply,

and the requirements for this power supply are discussed in

Section 2.1.5.1. In contrast, the electret microphone does not

require an external power supply.

2.2.6 Conditioning for Strain Gages Transducers

Strain gages and strain gage transducers exhibit a change in

resistance that is proportional to the signal being measured.

Signal conditioning depends on whether or not a requirement

exists for measurements of static or DC data.

* The simplest method for conditioning the output of the

strain gage is to use the "potentiometer" circuit shown in Figure
2.15. In this circuit the ballast resistor is selected so that
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its resistance is large compared to that of the strain gage. Its

purpose is to provide a relatively constant current through the

gage that is independent of changes in gage resistance due to

applied strain. In applications where a high degree of accuracy

is required, the DC voltage supply and ballast resistor should be

replaced by a constant current source.

The output signal for the potentiometer circuit is the

voltage across the gage. This signal contains a DC component

which is present without strain being applied to the gage.

Although this DC voltage changes with the static strain on the

gage, the accuracy of the potentiometer circuit is poor for

static measurements, since the voltage change to be measured is

very small compared to the DC voltage present without strain.

This potentiometer circuit should only be used for dynamic

measurements where the DC output of the circuit can be blocked

using an AC amplifier.

In cases where a static component of stress is to be

measured, the "Wheatstone Bridge" circuit is used. This circuit

is shown in Figure 2.16. It allows the bridge to be balanced

under a condition of zero signal so that the output voltage is

zero. The primary advantage of the Wheatstone Bridge circuit is

that it can be used for both static and dynamic measurements. In

addition, it allows greater freedom in connecting the strain

gages to form temperature compensating networks. Its

disadvantage is the need for bridge balancing before each

measurement and the potential requirement for a differential

rather than single-ended amplifier.

Although the bridge circuit can be used for dynamic

measurements, it offers no particular advantage over the simpler

potentiometer circuit for this type of measurement.

Two types of signal conditioning amplifier are available

commercially. One type is specially designed for dynamic

measurements. The gage is excited by a constant-current source ,.,.
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which can be adjusted over a range of currents. An AC low-noise

amplifier is then used.

2.2.7 Amplifiers

The role of the amplifier in a data collection system is to

convert the output of the transducer or signal conditioning

preamplifier (if present) to a signal input for a recording

device or analysis equipment. This requires a voltage amplifier

with a gain that can be adjusted over a wide range of values.

Four options exist for gain control. The simplest is a

manual gain which is adjusted by a multi-position switch on the

front panel of the amplifier. To achieve high accuracy the gain

switch has fixed steps, usually in a 1, 2, 5, 10 .... sequence or

1 dB steps. However, continuously adjustable gain verniers are

also commonly used in conjunction with a fixed gain switch having

10 or 20 dB steps.

The manual gain adjustment is the simplest form of gain

control and allows the design of relatively low cost ampli-

fiers. It is also easy to use. Its major shortcoming is in .-

multi-channel data collection systems where the manual adjustment

of each channel is too time consuming. In addition the need to

keep a log book in which the gains of each channel are recorded

introduces a major source of human error into the measurement

system.

The second option for gain control is a manual adjustment

with a gain status readout. An electrical signal is provided

from each amplifier with the gain encoded usually in digital

format. This signal can be multiplexed with other gain status

signals and recorded on one channel of the data recording system.

Although the use of the gain status readout is significantly more

complex than the simple manual system, it eliminates the need to

record the gains in a log book, and, thereby, eliminates that

source of error.
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A third method for gain control is to use a remote gain-

setting option. Two techniques are possible. In the first the

amplifiers are set up in a master-slave arrangement. The master .- ,"

device is used to control the gains of the other amplifiers.

This greatly simplifies the gain setting procedure. However, it

eliminates the flexibility of changing the gain of a single

amplifier without changing all amplifier gains. The second

technique allows the gain of each amplifier to be set indepen-

dently. Typically, a digital signal is used to set the gain,

although it is possible to accomplish the same objective using

voltage controlled amplifiers (VCA's). However, the accuracy in

setting the gain using VCA's is not as high as that achieved

using a digital gain signal. Many manufacturers follow the IEEE-

488 interface standard for the digital gain control signal. This

greatly simplifies the process of including gain controlled

amplifiers in a computer-aided data collection system.

The fourth method for gain control is to use automatic gain-

setting or "auto-gain" amplifiers. These units automatically set

the gain of the amplifier so that the output signal is within a

limited dynamic range. The auto-gain amplifier detects the

average output signal level over a short period of time set by a

time-constant switch. If the average level is above a set

• threshold, the gain is reduced by a fixed amount. Similarly, if

the average level is below a lower limit threshold, the gain is

"increased by a fixed amount. In most commercially available

auto-gain amplifiers the averaging time constant, the gain-

decrease and gain-increase thresholds, and the step size of the

gain change can be adjusted within certain limits. The ampli-

fier's characteristics can, therefore, be adjusted to match the

characteristi.cs of the recording device.

The performance of the auto-gain amplifier is ser'ously

degraded for certain types of data. In particular, these

amplifiers are not useful for measurement of single transient '-'-S'.-

2-65

ft. If- ... lt



° . .~

events or shocks. Preceeding the start of the event in a period

of "no signal" the gain of the amplifier will be set to its

maximum value. Due to the high gain the amplifier will overload

when the event occurs. After a duration of one time constant the

gain will be reduced by one step (typically 6 dB). At this point

the event may be over or an overload may still occur, since the

gain can be reduced only one step each time constant. In either

case valuable data has been lost.

Many auto-gain amplifiers allow the auto-gain feature to be

disabled. This should be done when using these amplifiers for

measurement of transient data such as blasts, impacts, and other

shocks.

The use of auto-gain amplifiers increases the cost and

complexity of the measurement system. Therefore, they should I.°.
only be used when needed to reduce the dynamic range of the

output signal. The most common application is in large

multichannel data collection systems where the data are to be

recorded on a magnetic tape. The dynamic range of the tape is

quite limited and often is significantly less than the range of

preceeding transducers and amplifiers. This limitation combined

with some uncertainty in predicting the level of the data to be

measured makes the auto-gain amplifier a worthwhile improvement

to the measurement systems.

When many data channels are needed, the gain status of the

individual auto-gain amplifiers can be multiplexed and recorded

on a single channel of the recording device.

The primary role of the instrumentation amplifier in a data

* collection system is to amplify the signal from the signal condi-

tioning preamplifier so that its voltage range is compatible with

recording equipment or data analysis equipment. Although the

accuracy of the amplifier is of critical importance in selecting

a particular model, most commercially available amplifiers have

accuracies that are significantly better than other elements of
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the instrumentation chain. Therefore, in practice a selection is

usually made on the basis of flexibility and convenience of use. --

2.2.7.1 AC/Dc Amplifier

The first step in selecting an amplifier is to decide on

whether an AC or DC amplifier is needed. The AC amplifier is

simpler to use and typically less expensive. Its frequency

response extends down to appproximately 1. Hz, which is adequate

for most vibration and acoustic measurements. An even lower

frequency response is available on many AC amplifiers. However,

if true DC response is required, a DC amplifier must be used.

The upper limit of the amplifier frequency response can

extend to the megaHertz region. However, this extended frequency

* response is not needed for vibration and acoustic measurements

* (excluding, ultrasonic and acoustic emission measurements), so

* that the frequency response for most amplifiers designed for

these types of measurements extends up to 100 or 200 kHz.

7]g . .. '.,

2.2.7.2 Amplifier Inputs

The second decision to be made in selecting an amplifier is

to determine if a single-ended or differential input is needed.

A single-ended input is more commonly used and provides good

performance in systems where a common ground can be provided for

foall elements of the instrumentation chain. In measurement

systems where the amplifiers must be located a hundred feet or

more from the amplifiers and where the inductive pickup of noise

rsvoltages from nearby power lines and motors is possible, spurious

voltage signals appear on both the active and ground input to the".-.

S amplifier. Use of well shielded cable is a necessity for these

situations. But in many cases it is necessary in addition to use

a differential input.

The performance of a differential input amplifier is

specified by its common-mode rejection ratio CMRR)o. This ratio
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expresses the ability to reject signals that are common to both

m the active and ground inputs to the amplifier. Values for the

* CMRR are typically in the range 60 to 90 dB.

The use of differential mode inputs requires special -.

connectors and cables. The cables should be twisted-pair

conductors with a separate isolated ground for the shield. Due

to the inconvenience of changing all cables and connectors, a

decision on the need for differential inputs should be made early

in the measurement system design.

2.2.7.3 Frequency Response and Input/Output Impedance

"As general requirements in selecting an amplifier, the

frequency response should be flat over the bandwidth of interest,

and the input and output impedances must be sufficiently high at

the input and low at the output so as not to load the other

electronic devices connected to the amplifier.

We assume that a signal conditioning amplifier has been used

to condition the transducer signal and to provide a low impedance

input to the amplifier. Thus, the requirement that the input

impedance of the amplifier be significantly greater (a factor of

100 for good accuracy) than the source impedance is not severe.

In fact, many amplifiers provide a sufficiently high input

impedance that they can be used directly to provide both

transducer signal conditioning and gain.

The requirement on the amplifier output impedance is also

not severe since the input impedance of most recording devices

and analysis equipment is typically many thousands of ohms.

The frequency response of the AC amplifier is typically

specified by the frequencies at which the amplitude response is

down 3 dB. To obtain greater accuracy over the frequency range

of interest the upper and lower frequency limits of the amplifier

should be set approximately two octaves (a factor of four) above

and below the limits of interest. Although this procedure
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increases the amplifier noise by allowing signals with frequency

content outside the range of interest, it is required to obtain -.. ,

high accuracy at frequencies near the upper and lower frequency

limits of interest. ,,.4

The phase accuracy of the amplifier is limited to a narrower ',,

frequency range than the amplitude response. To obtain good

phase accuracy ( 1 * 10 degrees) the upper and lower frequency

limits of the amplifier should be one decade (a factor of 10)

beyond the frequency range of interest.

Several commercially available amplifiers provide low-pass

and/or high-pass filters that can be set to limit the frequency -.-

response range. These filters are useful in limiting noise due

to out-of-band signals. However, they have a significant effect

on the frequency response near their cut-off frequencies and F
should be carefully used.

*" Although it is a fairly simple task to construct a fixed-

gain instrumentation amplifier using operational amplifiers, most

measurement systems use a set of rack-mounted, commercially

obtained amplifiers. The primary reason for this is the

availability of special features that simplify the data

collection process. The most common feature is an adjustable

gain. Options include manual adjustment in fixed steps over a

full 90 to 100 dB range and a remote controlled feature whereby

the gain can be set by an electronic computer. Gain accuracy is

typically very good (1 1%) over the entire range.

Many amplifiers can be obtained with input connectors and a

power supply for a remote signal conditioning preamp. This

feature is particularly useful for high impedance transducers

where the signal conditioning equipment must be located remote

from the amplifier/recording station and near the 'ransducers.
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2.2.7.4 Special Features .-.-

Special calibration features are also available on many

units. These allow a simple calibration signal to be switched

into the input circuit of the amplifier. This signal serves as a

system calibration for the amplifier and recording devices.

Other features to be considered include battery operation,

special power supply voltages and live frequencies, rack or

cabinet mounting, and monitoring meters.

2.2.7.5 Overload Performance

The response of the amplifier to an overload signal and its

recovery time is important to the performance of the overall

instrumentation system. Ideally, the amplifier should simply

clip the signal at an upper voltage unit, say ± 5 volts, and

recover instantly when the signal falls below the * 5 volt

limit. Amplifier designs approach this ideal with recovery times

under 1 msec. However, some older designs and particularly some

DC amplifiers have poor recovery times of several seconds.

A fast recovery time is particularly important in auto-gain
amplifiers, since data will be lost in the recovery period after ---

each gain change. In addition it is important that the switching

transients be as small as possible.

2.2.7.6 Line and Battery Operation

Many amplifiers allow either line or battery operation.

Often it is possible to operate several units from a single power

supply. This reduces the overall system cost and simplifies

system maintenance, since failure of the oower supply is not

uncommon.

The amplifier performance is strongly tied to the power

supply. Any ripple or noise in the power supply DC voltage can

be transmitted to the amplifier output. Thus, it is best to
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obtain both power supply and amplifier from the same manufac-

turer. p

Battery operated amplifiers offer two advantages. First,

they allow a unit to be easily transportable since the required

batteries are not very large and are often included within the

amplifier housing. A second advantage is the elimination of a

ground through the power supply. Although the input ground is

usually isolated from the power supply, the isolation is not

always total so that the possibility of a ground loop exists. An

obvious disadvantage in the battery supply is its finite life.

Battery life is particularly limited at lower temperatures and

often the battery performance below 40°F is unacceptable.

Most amplifier power supplies offer a range of line

frequencies up to 400 Hz and voltages up to 250 V. Particular

combinations are available either as standard features or as -.-.-.-

options.

2.2.7.7 Calibration Procedures

The gain accuracy of an amplifier can easily be calibrated

using an oscillator and digital AC volt meter. One convenient

approach is to connect two amplifiers in series. The gains can

then be adjusted over the entire range of the amplifiers without

a change in output level so that the accuracy of the volt meter

does not come into play.

The distortion and output noise can also be checked using an

oscillator and a spectrum analyzer. In performing this check it

is important to realize that the power supply can influence both

distortion and noise and that the output noise is dependent on

gain. The highest output noise occurs at maximum gain. However,

if the noise is referred to the input (i.e. the output rms noise ' ...-.

is reduced by the amplifier gain factor), then the minimum noise

typically occurs within the middle range of gain settings.
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Many amplifiers offer a calibration option. This allows a "p
single frequency source to be switched into the output. This

offers a method for system calibratioi of the amplifier and sub-

sequent recording appartus. It is not a replacement for a -

careful laboratory calibration.

2.2.7.8 Data Monitoring

In most data collection efforts it is desireable to monitor

each data channel to insure that overloads are not occurring and

that the measured data are above the noise floor. The appro-

priate place to monitor the data is at the output of the

amplifiers. The use of monitoring meters or equipment at the

input to the amplifier or at the input to the signal conditioning ME, -'

amplifier may result in a loading of these devices that affects

their accuracy.

Monitoring devices include overload lights, meters, and

oscilloscope displays. Overload lights are generally sufficient

if combined with the ability to selectively monitor a single

channel using a meter or oscilloscope. The oscilloscope is pre- .. .

ferred since it allows the actual signal to be monitored rather

than its level.

2.2.7.9 Cabling and Connectors

Most instrumentation amplifiers are single ended and use BNC

connectors. This type of connector combined with high quality

shielded cable offers good performance over a variety of

conditions.

Even with high quality cables and connectors cable failure .?K:. * -

is a problem. It is tempting and possible to make your own BNC

cables. However, commercially available cables with a molded

rubber boot at the cable connector to provide stress relief offer

much more reliable performance and are worth the extra cost.

! WI.':V ".i*
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Most manufacturers offer other types of connectors as

options. The most significant case in which a conventional BNC

connector cannot be used is for a differential input or for cases

in which the cable must provide power to a preamplifier. There

is no set standard for these cases so that care must be taken in

ordering the equipment to see that the proper connectors are

obtained.

2.2.8 Filters

In many measurement applications the frequency bandwidth

over which the transducer provides an output exceeds the -

frequency range of interest. In this case electronic filters

should be used to condition the signal by limiting its band-

width. In most data recording systems it is necessary to limit

the input signal bandwidth in order to realize the maximum

signal-to-noise ratio. Also, in digital signal processing

systems it is necessary to limit the bandwidth of the input 90

gnol = > signal to the A to D converter in order to prevent

aliasing. These are two cases in which the use of filters is an

important feature of the measurement system.

Filters are also used to process vibration and acoustic data

in the frequency domain. Although the trend in data processing

is toward digital filtering, which is discussed in detail in. -

Chapter 3, electronic analog filters still play an important role

in many data processing systems.

2.2.8.1 Types Available

Filters are generally categorized by their frequency

response. Four basic types exist: low-pass, high-pass, band-

pass, and band-rejection or notch filters. The ideal low-pass .

filter passes all frequencies below a certain cut-off frequency

with unity gain and rejects all frequencies above this

frequency. A filter of this type may be used preceeding an A to
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D converter to prevent aliasing in a digital signal processing

system or it may be used to reject the output of a piezeolectric

accelerometer at the transducer's resonance frequency.

The ideal high-pass filter rejects frequencies below a

certain frequency limit and passes all higher frequencies. This

type of filter is often used in vibration and acoustic

measurements on moving vehicles, where the low frequency motions

of the vehicle are not of immediate interest.

The high-pass filter can also be combined with the low-pass

filter to form a band-pass filter. This type of filter is •.

commonly used to analyze vibration and acoustic data. Acoustic •. •.

data are often analyzed using octave or one-third-octave band-

pass filters. In the octave filter the ratio of the upper

frequency limit of the pass-band to the lower frequency limit is

a factor of two. Thus, a filter with a pass-band from 200 to 400

Hz would be categorized as an octave filter. The octave band

center frequency is equal to V2 times the lower frequency limit

of the pass-band. For the example above the band center

frequency is 283 Hz. Where a choice of frequency band is

possible, the ANSI/ISO standards for band center frequencies

should be adhered to.

The band-rejection or notch filter is used to reject a

certain band of frequencies. It is most commonly used to reject

a narrow band of frequencies centered on 60 Hz in order to elimi-
nate electromagnetic pickup due to ground loops and other

problems in the measurement system. Although notch filters can

be used to eliminate the signal at 60 Hz and its harmonics, a
better approach is to reduce the electromagnetic pickup by

eliminating all ground loops and by shielding the components of

the measurement system.

Although a filter can be implemented in a variety of

physical forms, the electronic filter is most common and should

be used in all vibration and acoustic measurement systems.
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Two basic types of electronic filters exist: active and

passive. These two types operate in the analog domain as opposed

to digital filters which are described in Chapter 3.

The active filter is designed using a combination of

resistors, capacitors, and amplifiers. A characteristic of the

active filter is that it allows the design of filters with a

broad range of desirable frequency response characteristics.

Passive filters use a circuit of resistors, capacitors, and

inductors. Although elimination of the amplifier offers certain

advantages, the many disadvantages of a passive filter preclude

it from use in all but a few very simple applications. There are

cases where the need for the desirable features of a passive
4...- ,.- .

filter - low noise, wide dynamic range, low cost, and lack of a ,, ..

requirement for a power supply- outweigh the disadvantages.

2.2.8.2 Passive

Simple, passive low-pass and high-pass filters are shown in

Figures 2.17a and b. These simple designs illustrate the

advantages and disadvantages of the passive filter. The use of a

single resistor and capacitor results in very low noise (limited

by thermal noise in the resistor), wide dynamic range (typically "6

limited by the maximum voltage across the capacitor), and low

cost (part costs are negligible unless a very large capacitor is

needed). On the other hand the performance of the design is not

great. The attenuation at high frequencies is moderate with the

amplitude decreasing 6 dB/octave. In addition, the filter

response near the cut-off frequency shows a gradual change in

amplitude rather than a sharp cut-off. By adding more stages to

the filter design it is possible to increase the performance.

However, in such a design it is necessary to take into account

the interaction of the stages by an impedance analysis. The

performance can also be increased by use of inductors in the

circuit. However, inductors are generally susceptible to
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magnetic pickup and tend to saturate, which lends to nonlinearity %

and signal distortion. The interaction effects in multiple stage

circuits employing several inductors are particularly difficult

to deal with.

As a practical rule filters using inductors should not be

used for vibration and acoustic measurement systems. However,

the simple passive low-pass and high-pass filter designs shown in

Figures 2.17a and b are of practical usefulness. The application

of a simple passive low-pass filter to reduce the signal from a

piezoelectric accelerometer at its resonance frequency is shown

in Figure 2.17c. The filter design must take into account the

impedance characteristics of both the accelerometer and the

signal conditioning amplifier. The need to consider the

interaction between the filter, the accelerometer, and the

amplifier makes it desirable in many cases to replace the passive

filter with an active filter. However, great care must be taken

to assure that the signal at the accelerometer resonance does not

overload the input stages of the active filter. Often it is very

difficult to determine from the output of the active filter that

the input has been overloaded. The very wide dynamic range and

low noise of the passive low-pass filter assures that it will not

be overloaded. The most common application of this design is for

shock tests where accelerometer "ringing" at its resonance

frequency can be a large problem.

A second practical application of the passive filter is as

an inexpensive high-pass filter. A filter design is shown in

Figure 2.17d. The characteristics of many transducers and their

associated signal conditioning amplifiers are such that the .

frequency response extends to very low frequencies. In many

cases, in particular for acoustic and vibration measurements on

moving vehicles, the low frequency response is not of interest

and serves only to overload the recording equipment. An active

filter can be used and is often built into the signal
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conditioning amplifier. However, if it is not, the passive high-

pass design is attractive because of its low cost.

2.2.8.3 Active

Active filters are preferred for most vibration and acoustic

measurement systems. Although their cost is significantly higher

than passive filters, they provide much higher performance and

are more conveniently used. Since their performance can be made

to be independent of source or load impedance, they can be used

for a variety of transducer and signal conditioning amplifiers.

The performance of a filter can be described by its

frequency response characteristic or transfer function, H(jw)

where

H(jw) = A(w) ejo(w) (2-17)

j = V-1, w is the radian frequenc5, A(w) is the ratio of the

amplitudes of the output and input signals, and 0(w) is the phase

shift between the input and output. The amplitude response is '

typically plotted in dB [20 logl 0  A(w) ], while the phase

response is plotted in degrees.

For the ideal filter the amplitude response is one in the

pass-band and zero at the other frequencies. The phase response
of the ideal filter is linear, which results in a simple delay of

the signal without distortion.

An actual filter can only approximate the characteristics of

the ideal filter. In most cases the requirement for a specific.. -

amplitude response function conflicts with the requirement for a

linear phase response. Many filters are optimized for either the

best amplitude response or the best phase response.

Active electronic filters are often designed using a pole-

zero model. With this model, the frequency response is given by
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N
[ (jw) a•J ,'•' n =0 ":•-"-

H(jw) (2-18)SM
S (JW) b m .• -.

m m0.
m=0 .(J.)"m

where N determines the number of zeros in the jw-plane , M

determines the number of poles, and the coefficients an and bm

determine the filter type.

The two most popular filter types are the Butterworth and

Bessel filters. Both are all-pole filters with no zeroes, N=0.

The coefficients for the Butterworth filter are selected to give

an optimally flat amplitude response function, while those of the

Bessel filter are selected to give an optimally linear phase

response within the pass-band. The performance of both filter

types in the stop band is dictated largely by the number of

poles, M. At high frequencies the amplitude response of an M-

pole Butterworth or Bessel filter decreases 6 x M dB/octave.

Thus, a 4-pole filter has a roll-off of 24 dB/octave, while an 8-

pole filter roll-off is 48 dB/octave.

For vibration and acoustic measurements of data, which can "'---

be considered to be periodic or random stationary signals, the 4-

pole Butterworth filter is a good choice for signal conditioning.

For cases in which the signal to be measured is a single or

repetitive transient the 4-pole Bessel filter should be used.

Many commercially available electronic filters allow a simple

switch selection between these two filter types.

Higher performance filters can be obtained by cascading a

4-pole filter or by using a 6 or 8-pole filter. However, it

should be pointed out that the performance obtained by cascading

two 4-pole filters does not equal that of a single 8-pole

filter. A seccid method for achieving higher performance is to

use a filter with both poles and zeros. The elliptic filter
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introduces zeros to increase the roll-off near the cut-off

frequency. The penalty is pass-band ripple and possible large -

variations in the attenuation in the stop-band. However, the

elliptic filter can be an excellent choice for an anti-aliasing

filter where a sharp cut-off is often needed. A 6-pole, 6-zero

elliptic filter can be designed to give over 80 dB of attenuation

within an octave above the cut-off frequency and a pass-band

ripple of 10.1 dB.

Modern electronic filters offer, in addition to excellent

filtering performance, a variety of other features. These

include adjustable gain, remote control, and many are

programmable through an RS-232 or IEEE-488 Standard communica-

tions line.
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2.2.9 Encoders .* .•-

2.2.9.1 Introduction

Encoding of signals from measurement instrumentation is

another step of signal conditioning used to prepare the signals

for transmission or recording. Encoders change the format of the

signals while preserving their content of useful information.

Encoding is necessary when the characteristics of the source

signals are not compatible with the characteristics of the

transmission or recording medium. The format of the encoded

signals is chosen to preserve the signal information during

transmission or recording. The original signals are recovered

for analysis by decoders which perform the inverse operation of

the encoders.

A common example of the encoding function is the FM

(frequency modulation) process, which preserves the DC and low

frequency information in a signal by encoding the signal's

instantaneous amplitude variations into frequency variations of a

high frequency carrier wave. The encoded signal may then be
transmitted by radio wave or recorded on magnetic tape, neither

of which media possess DC capability.

In this section, the purpose and types of encoders are

presented, and a more detailed discussion is given on a

". particularly important sequence of encoding - analog-to-digital

"* conversion and PCM encoding.

S2.2.9.2 Purpose of Encoding

"Encoding is used to match the signal characteristics to the

characteristics of the transmission or recording media. The

purpose is to avoid loss of information and to optimize the '-. -X

amount of information which can be recovered at the other end of

a medium with finite information capacity.
V .-
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The characteristics which may be altered by encoding are:

"o Number of independent channels % %.

"o Frequency content and bandwidth

"o Dynamic range

"o Information-bearing quantity

The number of independent sensor channels needed for a test

may greatly exceed the number of channels available for

transmission or recording. The sensor channels may each have

associated information, such as gain settings, which must also be

preserved for later analysis.

The frequency content of the desired information must

somehow be encoded into the available frequency range of the ,.-.

transmission channel. Some signal channels may require more

frequency range than others, so that different encoding schemes

might be useful for different channels.

The dynamic range of amplitudes from sensor signals is often

greater than that available on the transmission medium. If the

purposes of the test require more dynamic range than the -. :
transmission or recording medium provides, then the range of .

signal amplitudes must be encoded to "fit" within the range of

the medium.

The process of encoding test signals for the reasons stated

above often requires that the signal quantity used to transmit

the desired information be changed. A simple example is the

conversion of voltage signals to current loop for transmission -.- " -

through a long twisted pair cable. In this case, electomagnetic

pickup which would reduce the signal's dynamic range can be

greatly reduced. In other encoding schemes the signal

information may be used to modulate a carrier wave or to modulate

a digital pulse train.
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2.2.9.3 Multiplexers

Multiplexers are devices which combine two or more channels

of information into a single channel. The recovery of the

original channels is performed by a deinultiplexer. The process %

of multiplexing applies to both analog and digital operations,

but the device called a multiplexer usually operates in the

analog domain. There are two basic forms of operation - time

multiplexing and frequency multiplexing.

Time multiplexers combine the input channels serially into a

single output channel. The term commutator is sometimes used

since the process is similar to (and was once performed by) the

action of the commutator on an electric motor. Each input

channel is sampled for a fixed timie-(dwell time) before the nexte . tl

- is selected. The first channel is not sampled again until after

the last channel's dwell time.' The output of the time

multiplexer as it samples each channel once is called a frame.[--.--

The number of ,,iaimes per sec5nd is the effective sampling rate,

- therefore the input signals-must obey the sampling theorem (as

"discussed ih Section 3.1.1.1) in order to avoid frequenCy

aliasing when decoded. The dwell time per channel must be long

enough for the following stages of equipment to settle on (track)

the new channel after switching from the previous one. The

transition between channels must be fast enough to reduce

crosstalk interference between channels to an acceptable level.

The product of number of channels and the dwell time gives the WT

minimum time per frame and therefore sets the maximum frame

rate. An additional consideration which may apply is the use of

frame synchronizing or identifying pulses, which must be

distinguishable from the input channels.

Frequency multiplexing is the process of adding (mixing) the

outputs of FM modulators with different carrier frequencies. The

input channels can then be separated (decoded) by band pass

filtering and FM demodulation. The important characteristics are
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the bandwidths around each carrier and the carrier separations in

frequency. The dynamic range increases with increasing bandwidth

but decreases due to channel cross-talk if the carriers are not %-

adequately separated. Since the total bandwidth available is

generally fixed, there is a tradeoff between dynamic range and

the number of channels that may be accomodated.

2.2.9.4 Continuous Wave Modulation

Continuous wave modulation is an encoding method where the

signal input is used to modify the instantaneous amplitude,

frequency, or phase of a high frequency carrier wave. The

technique is used whenever the frequency range of the signal must

be translated to the limited frequency range of analog

transmitters or recorders. The signal recovery is performed by

demodulators. The applications of continous modulation are not

limited to analog fields - the limitations of telephone and radio ...

transmission as well as magnetic recording media must be
addressed in even the most recent telecommunication and digital

computing fields.

There are three basic types of continuous modulation:

amplitude modulation (AM), frequency modulation (FM), and phase

modulation (PM). The encoded carrier signal can be described by .

the relation:

y(t) = A(t) cos p(t) (2-19)

Amplitude modulation causes the amplitude of the encoded

carrier wave to vary with the input signal amplitude. For AM

encoding, the carrier frequency is a constant w and ý(t) = wt

The signal x(t) is encoded into the carrier amplitude by

A(t) =A 0 + a x(t) (2-20)
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where the amplitude of x(t) should not exceed A0 /a, a condition

known as overmodulation. The lower bound on the dynamic range

' provided by AM encoding is set by interference from additive

•. noise or by gain variations. With dynamic range varying between

40 dB (fair) and 20 dB (poor), the use of AM encoding for

-* acoustic and vibration signals is generally avoided.

In FM encoding, the signal dynamic range can be increased -

because the signal is encoded into the instantaneous frequency of

the carrier, and the carrier amplitude is constant

y(t) = A Cos p(t) (2-21a)

*p(t) = w w(t) dt (2-21b)

W(t) = o + Aw x(t) (2-21c)

where w0 is called the carrier center frequency and Aw is the -'

maximum frequency excursion. The maximum frequency excursion is

often expressed as a percentage of the carrier frequency, called

the deviation. FM tape recorders typically use deviations of

"* 40%, while much smaller deviations must be used for radio '

frequency telemetry. The ratio of maximum frequency excursion to

the maximum frequency of the input signal is called modulation

index. The modulation index is also called the phase excursion

since it represents the deviation of the the total carrier phase

(in radians). FM systems are capable of encoding low frequency

and DC signals.

FM encoding is insensitive to amplitude errors and requires

only that the carrier amplitude exceed the noise amplitude.

There is a tradeoff between frequency bandwidth and dynamic range

in FM encoding which is further discussed in Section 2.4, System

Design. The dynamic range available in FM encoding is generally

30 dB (fair) to 50 dB (good), which makes it an acceptable medium
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for many acoustic and vibration measurements. Most laboratory

tape recorders can operate in an FM mode with the encoders and P

decoders built into the machine's electronics. FM transmission

is used by 300 bit-per-second modems (modulator-demodulators) for

digital communication over ordinary telephone lines.

Phase modulation (PM) encoding is similar to FM encoding in

that both have constant carrier amplitude and encode the signal

in the total phase p(t) of the carrier. In PM encoding, the

signal controls the instantaneous phase excursion of the carrier.

y(t) ; A cos [, t + e x(t)] (2-22)o 0

The maximum phase excursion in PM is independent of signal

frequency, while the maximum frequency excursion is -.-.

proportional to the signal frequency. PM systems are better

suited for encoding of high frequency signals than are FM

systems. They are used mainly in high speed digital recording.

Modems operating at 1200 bits-per-second use phase encoding. P--

2.2.9.5 Pulse Modulation

In contrast to continuous wave modulation, where the carrier

* wave is a sinusoid, pulse modulation encoders use a pulse train

. as the carrier wave. As in the case of multiplexers, pulse

"modulators sample the signal at certain times (usually at

"constant intervals) so the signal must not contain frequencies

greater than half the sampling rate. The sampling rate of a

single channel modulator is the pulse repetition frequency.

Pulse modulation may be easily combined with multiplexing to

produce a pulse train representing frames of samples from each

input channel. This procedure is commonly used when a number of

low frequency signals must be tape recorded in synchronization

with high frequency channels; the low frequency channels can be

combined in a pulse modulator/multiplexer to produce a single
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channel which can then be FM modulated or recorded directly along

with the high frequency signal channels.

There are three basic types of pulse encoding: pulse
wk'

amplitude modulation (PAM), pulse time modulation (PTM4), and

pulse code modulation (PCM). Within PTM there are at least three

sub-methods: pulse duration modulation (PDM), which is also known -...

as pulse width modulation (PWM) ; pulse position modulation (PPM)

and pulse frequency modulation (PFM). An additional descriptor

of the form of pulse modulation is whether the waveform returns

to zero (ground) after each pulse. Those forms that return to

zero are called RZ, those which do not are NRZ (non-return-to-

zero).

In pulse amplitude modulation (PAM), the signal's value at

the sampling time is encoded in the height (amplitude) of the

pulse. Different forms of PAM use single polarity or double

polarity encoding.

Pulse time modulation (PTM4) is the pulse analog of F"4-

encoding. The pulse amplitude remains constant, reducing the

influence of noise and gain variations, and the signal's value at

the sample time is encoded into time parameters of the pulse. In

pulse duration (PDM, also known as pulse width PWM) modulation,

the width of the pulse corresponds to the signal amplitude. In

pulse frequency modulation, the frequency of pulse repetition is

varied around the center frequency just as in FM encoding. Pulse

position modulation results in pulses of uniform width, but with

the spacing between pulses varied to encode the signal.

Pulse code modulation (PCM) is fundamentally different from

other forms of encoding. In addition to sampling the signal at

discrete times, as do the other pulse modulations, PCM uses

quantization to discretize the signal's information content.

Instead of encoding the signal into pulse amplitude or timing,

the signal is represented by a digital code (sequence of

pulses). Because there can be only a finite number of such
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codes, the dynamic range becomes limited by the encoding

scheme. The advantage over other forms of encoding is that the

decoder need only recognize the sequence of pulses in order to

reconstruct the quantized amplitude. Interfering effects such as

additive noise, gain variation, and tape speed fluctuation do not

influence the decoded signal unless they are so severe that the p-.-,
pulse sequence cannot be recognized.

PC4 encoding is especially useful when the test signal

dynamic range requirements exceed the capabilities of other

encoding schemes. The tradeoff for this increased dynamic range

is that multiple pulses are needed to encode each sample, thereby

increasing the frequency bandwidth requirements of the encoded

signal. If the transmitter or recorder bandwidth is fixed, then

PCM encoding requires a lower sampling rate or fewer input

channels than the other pulse modulation encoders

Different types of PCM encoding are derived from the form of

the pulse code used to represent the signal. One factor is the

number of amplitude levels that the encoded pulses may take. The .

simplest and most popular choice is binary encoding, where only

two levels are used - the pulse is either on or off. Systems

using three levels are called ternary. The most important factor

in any PCM system is the choice of quantization resolution - the

number of amplitude le;els of the input signal that can be

encoded. In binary encoding, the number of bits in the code

determines the resolution. A complete discussion of quantization

effects is given in Section 3.1.2.

Another factor in PCM designs is the mapping scheme for

converting input amplitudes to the output codes. The most common

method is linear encoding, where the input amplitude range is

divided into equal increments with one code for each level.

Other types are logarithmic encoding, which uses small increments .

for small amplitudes and larger increments at large amplitudes, .: ,
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and delta modulation, which encodes the signal's change from the

previous sample rather than its current amplitude.

Pulse code modulation encoding is used extensively in

telemetry systems, where adequate dynamic range may be difficult

to achieve with other systems, and also in computer-based

analysis systems, where the decoding step is unnecessary since

the signal must be quantized to digital form in any case.

Because of the importance of such systems in the application of

acoustic and vibration data, the most popular devices used to

accomplish PCM encoding are described in the following section.

2.2.9.6 Analog-to-Digital Converters

Analog-to-digital converters (ADC's) encode continuously

varying signals into digital codes by both sampling (discretizing

in time) and quantizing (discretizing in amplitude) the input

signal. The ADC itself is usually an integrated circuit chip

which performs the quantization function from a voltage or

current level into a binary code. The converter is often

preceded by a multiplexer for channel selection and a sample-and-

hold amplifier that performs the sampling function. The sample-

and-hold (also called track-and-hold) device acquires and holds

the amplitude of the signal at the sampling time so that the ADC

need only deal with a constant input during conversion. In some

systems the multiplexer is preceded by a sample-and-hold

amplifier for each channel so that all can be sampled at the same

time, avoiding interchannel time delays. Complete systems

including multiplexers, sample-and-holds, ADC's, timing clocks,

and often isolation amplifiers or low-pass filters are known as - ,

data acquisition subsystems.

The two most important specifications in choosing an A/D.

system are resolution and speed. The system must provide enough

bits of resolution to provide the dynamic range needed for the -. "

measurement (see Section 3.1.2) and it must be capable of
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performing its conversions quickly enough to follow the signal

variation: at the required sampling rate. Dynamic range is set

by the maximum allowable signal amplitude (full scale range or .., - .A

FSR) and the minimum resolvable signal amplitude ( 1 least

significant bit or LSB). Accuracy specifications that may be

used are monotonicity, gain error, zero error, nonlinearity,

noise, and temperature stability. All such amplitude performance

errors are combined in the system's absolute accuracy: which may

be specified in percent of full scale or in fractions of a least

significant bit (1/2 LSB is a typical accuracy specification).

Several different ADC designs are available, with the choice

depending on the speed and accuracy tradeoff. Integrating ADC's

are used where high accuracy and low drift are essential and

conversion speed is secondary, such as in precision digital

scales and in voltmeters. A dual-slope integrating converter

counts clock pulses as a capacitor is first charged by the input

signal and then discharged by a reference signal. The number of

pulses counted is then translated into the output code. A faster

type of converter which is commonly used for acoustic and

vibration measurements operates on the principal of successive

approximations. In this type, the input signal is successively ...

compared to binary fractions of the full scale voltage (1/2, 1/4,

.. ) until its level is known to the resolution of the coding
scheme. An advantage of this type of device is that the

conversion may be "short-cycled", or reduced in resolution, if

faster sampling is necessary. The fastest ADC's, which are

needed for video digitizing, operate on some form of flash

encoding, where the signal is simultaneously compared to all of

the available level codes and the result of the comparisons is

translated to the output code. Such devices are more complicated

and expensive than successive approximation types.

Other ADC specifications refer to the interface at both

ends. If the input signal can share a ground potential with the
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measuring system, the input connection is single-ended. I n

situations where the signal must be measured between two wires ... •

".- "o- ".'.i

that share an unwanted noise signal (common mode signal), the

input connection must be differential, with isolation from

ground. If the input signal contains negative as well as

positive levels, the ADC must be bipolar, with a range from plus .
to minus full scale, as opposed to unipolar for input signals

from zero to positive full scale.

The output coding must match the requirements of the "

following equipment. With binary coding, a unipolar input range
is typically coded from 0000 to 1111, base 2, for example, in a -

4-bit system. With a bipolar range, the unipolar codes may be

simply shifted down (offset binary) so that minus full scale is

0000 or the most significant bit may be used as a sign bit. A

more common bipolar coding that is compatible with the integer -

representations in most computer systems is called two's

complement. In two's complement codes, negative numbers are

represented by taking the positive form of the number, changing

l's to O's and O's to l's and adding 1, so that minus full scale

is 1000, negative 1 LSB is 1111, positive 1 LSB is 0001, and -...

positive full scale is 0111, all in our 4 bit example. The .

system output must also be electrically compatible with the
interface bus or the next device. Pulse levels may be specified '

by the type of circuitry (TTL, CMOS, etc.). The format (serial -

bit-by-bit or parallel all bits at once) and timing control -

signals are also important. Most data acquisition subsystems are

available in versions for popular microcomputer buses and for

industry standard instrumentation buses.
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2.2.10 Cablin2 Requirements J .

As discussed in Section 2.2.3 the capacitance of the cable

between the transducer and the input stage of the signal-,-.-

conditioning preamplfier can affect the voltage sensitivity of

the transducer. Thus, general setup is illustrated in Figure .

2.18 involving the cable capacitance Cc and a capacitively

coupled preamplifier with input resistance Rp and input '

capacitance Cp. The Norton equivalent circuit of the transducer

assumes it is a current source with current i = E /Z where E is
cicut olag ad T hT o T' 0

the transducer open circuit voltage and ZT the transducer

impedance in parallel with the source. ..-.

The transmission of the preamplifier voltage signal Ep to

the transducer open circuit voltage E0 is

l/ZTE /Eo= Y/.+-7C+C);Tp "(2-23) .. ... ,
pa VT+J c p p

If the input resistance is sufficiently large, then'..'-

1 .%-< .--

E /E- 1--C "T (2-24)
c p T

If the transducer is a capacitive device so that ZT is capacitive

(ZT = I/(jWCT))

then

C CT
E/E (2-25)p/0 T + c p T C
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Fig. 2. 18 General Circuit for Signal Conditioning
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since the preamplifier input capacitance Cp is usually much less • ,

than cable capacitance. Thus, the voltage sensivity of a

capacitive-type transducer is reduced by cable capacitance.

Typical cable capacitane is 30 pF per foot of cable. In such a

the calibration of the measurement system can become a function

of cable length. In addition to reducing the voltage sensitivity

the cable can also introduce noise. This is due to the high

source impedance of the capacitive-type transducer, and the * .. .

electromagnetic fields near the signal conditioning amplifiers.

For this reason the cable length should be kept as short as" -.

possible and should be coaxial or shielded twisted pair cable

with properly shielded connectors.

Cable vibration also introduces noise. The center conductor

and shield of a coaxial cable are separated by a non-conducting W-,

dielectric material. Vibration of the cable can cause the shield

and the dielectric to separate by a small amount, which results

in the generation of a triboelectric charge. The flow of this

charge on the shield through the high input impedance of the

signal conditioning amplifier produces noise.

Noise due to cable vibration is generally a problem only

below 200 Hz. It is typically increased by cable length, tension -'

or stress in the cable, and vibration level. To avoid this

source of noise it is recommended that the cable be tied down to

avoid long unsupported lengths; that tension, small radius turns,

and twisting of the cable be avoided; and that high quality cable * -

be used. Several transducer manufacturers provide low noise

cable. In addition to being treated to reduce noise due to cable

vibration, these low noise cables are typically lightweight and

flexible so that they do not affect the vibration being

measured. They also are provided with connectors to attach to

the transducer and to standard signal conditioning amplifiers. ...

Finally, they are available to withstand a variety of temperature ..
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conditions. Although these cables are more expensive than %

standard cable, they should be used whenever possible. a!
It is difficult to predict whether cable noise will be a ,-

problem. Although ISA has a cable noise test, the test .
conditions do not simulate well the conditions during an actual

test. Therefore, a recommended procedure is to use a "dummy"

transducer having the same capacitance as an actual transducer,

- but with no sensitivity to vibration. This dummy transducer is

mounted at a convenient location within the test object and

treated as one data channel having a cable, signal conditioning

preamplifier, etc., that are identical to the other active

* channels. This noise monitoring channel will help to determine
* if cable noise is a problem when the data are processed.

Cable selection depends also on environmental factors. The jill
broadest temperature range Teflon coated cables operate from"'..-[

-100 0 C to 200 0 C. Cables using flexible metal conduits with high
temperature resistance operate in the range from -196 0 C to

480 0 C. These type of cables are used in very high level,
sustained vibration experiments, in which considerable heat can

be generated in the cable.

A key concern with miniature and subminiature

accelerometers, in particular, is to u:-.e the smallest, lightest

and most flexible cables available. The weight of cables can

otherwise exceed the accelerator weight.

2 -':.
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2.2.11 Transmitters .

In many vibration and acoustic data measurement problems it o .

is impossible to record the large amount of data that is to be .

collected on-site. A common example occurs for missile flight

testing. Because of weight and space limitations it is usually

impossible to include the recording device within the missile.

In addition, even when space is available, recovery of the

recording device can be impossible. Radio telemetry is often

used for such tests.

Radio telemetry may also be used to collect data for

rotating machinery. In this case the recording device cannot be

located on the rotating part of the machine. Slip-rings and

other similar devices may be used to transmit the electrical

signal from the transducer to the recording device. However, use

of radio telemetry may be a more accurate approach, particularly

for collection of high frequency data.

The most common form of radio telemetry for missile and

aircraft flight testing is through use of standard FM/FM

telemetry techniques. In these techniques the output signals

from a number of transducers are conditioned and used as inputs

to subcarrier oscillators (SCO's), which serve as the first

frequency modulation (FM) stage of the system. The SCO outputs

are then summed and used to modulate a radio frequency (RF) * -

oscillator, which serves as the second FM stage of the system. .'-

The use of the FM/FM system allows several channels of data to be

collected with a single RF transmitter. Thus, although each

channel of data could be used directly to modulate a separate RF

oscillator, the cost of this simple FM approach greatly exceeds

that of the FM/FM approach when many channels of data are to be

collected.

2-..9
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To meet IRIG recommendations for data accuracy, the

frequency separation of the SCO frequencies must be significantly

greater than the bandwidth of the data. Thus, the greater the

bandwidth of the data the fewer the number of subcarriers .,.

(channels of data) per RF transmitter. A comprehensive flight

test may require several transmitters.

Due to limitations of on-board space it is often necessary

"-" to limit the number of data channels, the bandwidth of each

channel, and the accuracy or dynamic range of each channel.

Often this limitation compromises the over mission. For this

reason much attention has been given to use of on-board data

processors and pulse code modulation (PCM) techniques.

Using pulse code modulation (PCM) techniques the data

signals are first sampled and converted to digital signals.

These digital signals are then quantified, coded and transmitted

by a single RF transmitter. An advantage of the PCM technique

over the FM/FM technique is that multiple channels of data can be

encoded with higher accuracy using digital techniques and

transmitted without the interference between adjacent channels

that occurs in FM/FM systems.

For data channels having a very wide frequency bandwidth the

sampling requirements for the PC4 technique result in very high

sampling rates and a high bit/sec transmission rate. As for the

FM/FM system the number of high frequency channels that can be

transmitted over the single RF link is very limited. However,

the data accuracy is improved.

A simple example will illustrate the influence of high

frequency vibration and acoustic data channels on transmitter

bandwidth. Assume that the test plan calls for collection of 100

channels of low frequency data and 10 channels of vibration and

acoustic data. The desired sampling rate of the low frequency ..

channels is 10 samples per second. The desired bandwidth of the "-..,-

vibration and acoustic channels is 5,000 Hz. To prevent aliasing ,.-'.
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allowing a 20% increase in bit rate to account for .:•.

synchronization and identification of samples results in a 1.5 x

106 bits/sec rate which is excessive for a typical transmitter.

Note that the bit rate required by the vibration and acoustic

channels is more than 100 times the rate required by the low -

frequency channels. The use of an FM/FM system for the above

example would allow a reduction in overall bandwidth. However,

the dynamic range of each channel would be limited to less than

40 dB.

* 2. 3 RECORDiNG DEVICES

2.3.1 General Requirements

In many acoustic and vibration measurements it is impossible

to complete the required data analysis in real time. In

addition, it is usually desirable to have a permanent record of

the measured data so that measurements do not have to be repeated..
should additional processing be needed at a later time. The

general requirements for a permanent recording device include:

a) preservation of data quality

b) size and weight

c) cost

d) environmental effects, and

e) compatability of the recording format with accepted

standards

The use of transient recorders in acoustic and vibration

measurements is discussed in Section 2.3.3.
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2.3.2 Permanent Recording Devices "

Three general types of permanent recording devices are

considered. These are analog magnetic tape, graphical hard copy, .

and digital magnetic tape/or disks. In most cases a magnetic

tape device is used to obtain a permanent record of the data. A A"R

graphical hard copy is then obtained at a later time.

2.3.2.1 Analog Magnetic Tape Recorders

The analog magnetic tape recorder is a device to record an

analog voltage signal. This type of recorder is commonly used

because of its ability to store a large amount of data for a long

period of time and then to reproduce the data with great

accuracy.

The frequency response of the analog recorder depends on

whether the recording method is direct or FM (frequency

modulated). In both cases the bandwidth is limited by tape

speed. Figure 2.19 lists the bandwidth for several types of

direct and FM recording at different tape speeds. However, at a

given tape speed the bandwidth of the direct recording extends to

a much higher frequency than that of an FM recording. On the

other hand the FM recording bandwidth can extend down to DC while

that of the direct recording is limited by the playback heads of

the recorder to approximately 20 Hz.

For many vibration and acoustic measurements the direct

method of tape recording is used because of its inherently lower

cost and higher signal-to-noise ratio over the mid-frequency

range. However, FM recording is also commonly used because of

its inherently better phase linearity at low frequencies and its

insensitivity to tape magnetization characteristics. In the

direct method of recording a magnetic flux is produced at the "."..'"

recordinq head that is proportional to the input voltage to the :"."'-"

recorder. This flux induces a permanent magnetization on the
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: -- -- " ' -; - ,; - - -" ' " ". ' ," < " ,' -• ', •- " :- " . ': >._ -• ; '_ r_ , ''; • .' ' ,: ? ', • ': - -'. _ /" - '



D IRECT F
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Tape Speedj Bandwidth --3 dB Signal ims/Norse fins Lip,- sfweo F-l wq! Data~ Oanrwidlh SNR firn
0 )(Ikiz) (d ()'; (P I/'~ ( WOl~f 1 i1[3) (d013) (dIB)l

120 03 -600 41 120 216 0.40 51 47
60 03 -300 41 GG 108 0-20 51 47
30 0 15- 150 40 30 54 0- 10 51 46
15 0 1 - 75 39 15 27 0- 5 50 46
7 5 0.1 37.5 38 7 5 135 0- 2.5 49 46 . *
3,75 0.1 -18 7 38 3 75 6 75 0- 1.250 48 45
1 87 0.1 -93 37 1 87 338 0- 0.625 47 44
0937 0.1-4 7 35 0937 1 168 1 0- 0313 46 40

Dynamic Cnaracteristics. 2 MHz System

Tape Speed Bandwidth =3 dlB Signal tins/Noise rms F Ciactisl 40 FM IG idbnGrpF
(fps) (kHz) (dB)Ot  Tape Speed Center Freq Data Bandwidth SNR rms

120 0 4 - 2000 26 (ips) (kHz) (kHz within 1 dB) (dB) (d B)'
60 0.4- 1000 27 120 432 0-80 50 46
30 0.4- 500 27 60 216 0-40 50 46
15 04- 250 26 30 108 0-20 50 44
7 5 0.4- 125 25 15 54 0- 10 49 44
375 0.4- 625 24 7 5 27 0- 5 49 44

*1.87 0.4- 31ý25 21 3 75 13.5 0- 2.5 48 43
0937 1 0.4- 15 00 119 1 87 6 75 0- 1.250 47 42

'Measured at the output of a bandpaSS tiller having 18 dB/octave 03 80 .2 4 4
attenuation beyond bandwidth limits and using recommended -i ttien oneacrrjd in a w,(ehand instrument
tapes

Dynamic Ci~aracterts~cs -30%/ FM IRIG Widebandl Group 11

TapeSpeed CenterFreq DataBandwidth DataBandwidth SNRrms
(ips) (kHz) (kHz + 1,-2dB)T ýkHz + 1,-3dB)T (dB)

120 900 400 500 34
60 450 200 250 34
30 225 100 125 34
15 1125 50 62.5 34
7 5 5625 25 31.2 33
3 75 28 125 12.5 15,16 31
1 87 14062 6.25 7.8 30

tING reference frequency 1 kHz

Data Courtesy of Honeywell Test Instrument

Division for Model 101 Magnetic Tape Recorder

Fig. 2.19 Bandwidth and Noise For Various Tape Speeds
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tape. Thus, as the tape is transported past the record head a

permanent record of the input voltage time history is obtained.

The induced magnetism on the tape is not linearly

proportional to the applied flux because of hysteresis.

Therefore, a high frequency bias is added. This bias effectively

results in linearity between the induced magnetism and the

applied flux. Typically the bias frequency is 2 to 5 times

higher than the upper limit of the frequency bandwidth, and,

therefore, does not affect the accuracy of the recorded data.

The level of the applied bias does have an effect on the

frequency response and distortion of the recorder and should be

set to produce the desired results for the particular tape being

used. It is important to recognize that changes in bias level
and/or changes in tape will alter the frequency response and can

"" introduce distortion into the recording. The manufacturers of

the recording devices often recommend particular types of tape to

be used. On most high quality recorders the bias level can be

changed for different types of tape.

In general a bias level that is too low for the type of tape

being used will result in increased distortion and an increased

response at high frequencies. A level that is too high can also

introduce distortion by saturating the recording head and will

reduce response at high frequencies.

The reproduce head of a magnetic tape recorder generates a

voltage that depends on the rate of change of flux. This results

in a frequency response characteristic that increases 20

dB/decade. Typically, this rising frequency response is

corrected to a flat response by equalization circuits in the

input and output amplifiers of the recorder. On many recorders

the equalization can be changed to produce an overall frequency

response that has desired characteristics, i.e. maximum flat

frequency response or maximum bandwidth. As in the case of the

bias applied at the record head, the equalization circuits must

2-102
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be properly matched to the type of tape used. It must also be

properly set for the tape speed being used.

The characteristics of the playback head make it impossible P

using the direct recording method to record DC or low frequency

data. Typically, the lower frequency limit is in the range 20 to

50 Hz and may be higher for some recorders. However, it is

possible on some recorders to extend low frequency response to a RE

few Hz by recording at a slow speed and playing back at a higher

speed. This approach ov,2rcomes the limitation of the reproduce

head to respond to these low frequencies. A better approach,

however, is to use an F1 recording method.

The frequency bandwidth of a direct recorder extends to very

high frequencies and depends directly on tape speed and width of

the recording head gap.

A direct recording of a pure tone produces a fluctuating .

magnetization on the tape with a wavelength given by

=T (2-26)

where s is the tape speed, and f is the frequency of the tone.

At a sufficiently high frequency the half-wavelength becomes
equal to the gap width. This frequency defines an upper bound to

the frequency response of the recorder. If we set . w , where

w is the gap width, in the equation above an upper limit to the

frequency response is obtained

5f = T (2-27)

For example, at a tape speed of 120 ips with a gap width of 10-4

inches, the upper frequency limit is found to be 600 kHz. An actual '12
recorier may not reach this theoretical limit to the bandwidth,

but the role of tape speed and magnetic head gap width is clear. - -

-2.-. 103 . .
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Figure 2.19 shows the direct record bandwidths as a function i-

of tape speed for three different designs. Note the proportional

decrease in bandwidth with tape speed. Also note that at a given

tape speed a higher bandwidth is obtained at the expense of

reduced signal to noise.

Although a wide frequency bandwidth is required for some

applications, the need in vibration and acoustic measurements is

much more limited. An FM recorder can give the required band-

width and exhibit other favorable characteristics. However,

because of the inherently lower cost, the direct recording method

is used in lower cost recording systems. It also can provide a

somewhat greater signal-to-noise ratio than FM recording.

The frequency response of a typical high quality direct

recording device for vibration and acoustic measurements is shown

in Figure 2.20 with the power spectrum of the noise. At a tape

speed of 381 mm/s (15 ips) the bandwidth extends from 40 Hz to 60

kHz. At the lower tape speed of 3.8.1 mm/s (1.5 ips) the

bandwidth extends from 20 Hz to 6 kHz. The RMS signal-to-noise

ratio is 42 dB at both speeds. However, the power spectrum of

the noise is such that higher signal-to-noise ratios can be

obtained by filtering out the high and low portions of the

tandwidth. A visual comparison of the noise spectra for the

direct and FM recording shows that at a tape speed of 381 mm/s

the noise for the direct recording over the mid-frequency range

from 1 to 20 kHz is up to 10 dB lower with the largest difference

at high frequencies. Finally, note that the noise spectra for

the direct recording is not greatly influenced by tape speed.

This is not the case for the FM recording.

In the FM recording method the input voltage signal is used

to frequency modulate a high frequency carrier signal which is

then recorded on the tape. Since only the frequency of the

signal on the tape is important and since harmonic distortion of

the signal can be filtered out, the problems of hysteresis in the w'

2-104

. . . - , - -



Cambridge Collaborative

%

%

mffWIs)-381ImI/s 38,1mm/s -- 38 Aj

2-10
-7 - 3 . m

sI

.R 'p u 
-i



recording process and saturation of the heads, which limit the

accuracy of the direct recording, are not a factor. Although the

quality of the electronics required for the modulation and demo- ,.-.

dulation has a direct influence on the quality of the recorded o.-.. -
data the FM recording is reasonably insensitive to the magnetic

recording process. The only factor of critical importance is

variations in tape speed due to flutter. Since these are

detected as a change in frequency of the recorded data, tape

flutter results in low frequency noise on the FM recording.

Generally the FM recorder requires a more precise tape transport

mechanis.m than does the direct recorder. Typically a phase-lock,

servo-feedback system is used to regulate the tape speed. In

addition, most FM recorders use a capstan drive, which can be

accurately controlled because of its low mass.

A typical commercial recorder uses IRIG standard 14-channel

format on 1-inch tape with 10 1/2-inch reels. The circuitry

allows choice of direct and FM electronics with voice-over

recording capability, so that the operation can make an audible

record of test conditions. Units contain built-in test equipment

for diagnostic purposes, and internal shock mounting is available

for air-borne and other rugged environments.

2.3. 2. 2 Graphical Hard Copy

Graphical hard copy devices provide a means to obtain a

visual display of the data. The primary use of such devices in

vibration and acoustic measurements is to provide a "quick-look"

capability in reviewing recorded data. Although it may be

feasible to use a hard copy device as the primary device for data

storage, this is not done because of the limited frequency band-

width of hard copy devices and the difficulty in carrying out

further data analysis. Therefore, the hard copy device should be

used only to support other types of data storage, such as inag-
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netic tape, or as a means to display processed data results.

Indeed, a picture can be worth a thousand words (or numbers).

Two basic types of hard copy recording devices exist - strip

chart and X-Y recorders. High performance strip chart recorders

with the capability of recording over a wide frequency bandwidth

are commonly referred to as oscillographic recorders. A strip

chart recorder that records the RMS level of fluctuating signals

is called a Graphic Level Recorder and is used for acoustic and

high frequency vibration data.

The various types of strip chart recorders produce a con-

tinuous record of the data on a strip of paper. The lower

peformance and lower cost units use a stylus writing technique

with either an ink pen or a hot-wire pen with thermally sensitive -"-

paper. The performance of these stylus units is limited to an

upper frequency of approximately 150 Hz, with many units having a

frequency response up to only 1 Hz.

The limited frequency response of the stylus recorders pre-

clude their use for the direct recording of most vibration and

acoustic data. They are used, however, in graphic level

recorders, which will be discussed later in this section.

Oscillographic recorders using fiber optic writing

techniques can have a frequency bandwidth extending up to 5000

Hz. Recorders of this type can be used to directly record

vibration and acoustic data from many measurement programs. The

visual records obtained from such a recorder provide a useful

means to review the quality of recorded vibration and acoustic

data and to select portions of the data for further processing.

In selecting an oscillographic recorder, factors influencing

the usefulness of the chart recording should be carefully

evaluated. Since the chart is only used for a visual review of

the data, the accuracy of the recording may not be as important

as other factors such as ialt i-channel recording, choice of chart

speed, record width, time-interval marking, and cost.
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A typical commercial fiber optic oscillographic recorder has

18 to 32 input channels with DC to 5 kHz frequency response.

Recording speeds vary from 0.1 to 120 inch/sec with over 40

discrete steps, and remote drive and speed control are built-

in. Such an oscillographic recorder has no moving elements, and

thus all inertial-related overshoot phenomena are eliminated.

The graphic level recorder is an alternative to the oscillo-

graphic chart recorder. It is typically used to display acoustic

data, although it can also be used for vibration data. The level

recorder provides a chart record of the RMS value of a fluctua- P.-JU

ting signal. The averaging time for the RMS detector is

adjustable so that short-duration transient events in the data

can be identified. However, because of the limited frequency

response of the stylus writing mechanism, the averaging time is

usually too long to allow identification of impulsive events such

as drop-outs in telemetered data or due to intermittent cable
shorts.

The X-Y recorder serves a major role in preparing a

graphical record of processed data. Both analog and digital

recorders are available in a variety of sizes, frequency band-

widths, and costs. Digital X-Y recorders are often referred to

as plotters. Most X-Y recorders and plotters use a stylus

writing mechanism with ink pens in a variety of line widths and

colors. The typical plotter can produce report quality graphs on

8 1/2 x 11" paper. Many plotters also have the capability of

generating block letters for labelling graphs. -

The dynamic performance of the X-Y recorder is specified in

terms of a slewing speed (maximum pen speed) and a maximum pen
acceleration. Both parameters enter in determining the recorder

performance with the slewing speed being more important for . ...-..-.

recording large changes in signal amplitude and the pen

acceleration being more important for recording low amplitude

rapidly fluctuating signals.
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2.3.2.3 Digital Recording Devices

Digital recording devices use a magnetic tape or disk as the

recording media. Paper tape can also be used, but is obsolete

because of its very low recording density - bits per inch. •..

Digital tape is the most common means to obtain permanent

storage of digital data in a computer system. Most computer mag-

netic tape systems conform to industry standards. For this

reason 1/2" magnetic tape is the most common form for both data

and software storage. Large signal processing software programs

are usually obtained in the form of an industry-standard 1/2"

magnetic tape.

The recording density for a computer magnetic tape system is

typically 800 or 1600 bpi (bits per inch) with 9 tracks of data

on a 1/2" tape. A 10 1/2" tape reel with 2400 ft of 1/2" tape

can store over 45 million characters of data (45 Mbytes). The

data transfer rate from computer memory to tape is dictated by

tape speed and the speed at which the tape controller of the

computer can transfer data from memory. In most cases the -'

controller will buffer the data and use a direct memory access

channel so that the transfer rate of the overall system is

limited by tape speed. With a recording density of 1600 bpi and

a tape speed of 75 ips the transfer rate is limited to 120,000

bytes per second. This rate can be increased by increasing tape

speed, but in 311 cases the transfer rate from computer memory to

tape is well below the rate that can be achieved from a computer

to a magnetic disk.

Recently a number of manufacturers have introduced digital

tape recording systems for high quality analog data recording.

The primary advantage of the digital recording technique for

vibration and acoustic data is dynamic range. A 12 bit con- *..

version of an analog signal provides 72 dB of dynamic range.

Direct and FM recorded range of only 30 to 50 dB. In addition
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the digital recording system provides higher accuracy and long-

term stability. Although the cost of the digital recording

system is much greater at the present time, there is no doubt

that this type of data recorder will replace many analog

recording systems because of its greater dynamic range.

The primary limitation of digital data recording is its

limited frequency bandwidth. The digital system described above

-, with a data recording rate of 120,000 bytes per second could

record analog data from a 12 bit A to D converter at a rate of

60,000 points per second. Assuming that the sampling rate is

twice the highest frequency of interest, the bandwidth would

extend only up to 30 kHz. An FM recorder using 1/2" tape at a

similar tape speed can achieve this frequency bandwidth for 7

channels of data instead of just one. However, the dynamic range

for each channel is only 50 dB.

High density digital recorders are available which achieve

- data transfer rates up to 20 Mbytes/sec on a 1" tape at 240

ips. This rate allows 14 channels of data to be recorded, each

with a bandwidth up to 350 kHz. This level of performance can be

achieved using a direct or FM Wideband Gr .ip II analog recording,

* but with a dynamic range that is approximately one-half that of

the high density digital system.

2. 3.3 Transient Recorders

The transient recorder is a device to make a temporary

record of large amounts of data, so that data can be subsequently

analyzed and/or stored permanently. Transient recorders

digitally sample the incoming conditioned inputs and store the

digitized inputs in memory. Capabilities allow command control

and data transfer to and from host computers via standard buses

(including GPIB and STD). Various permanent storage options

include oscillojraphic recorder outpat and storage on floppy or

harl disks.
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For a given number of input channels and sample rate, the

main parameters for assessing transient record performance are -

the resolution of the analog/digital converter (ADC) , the input -

noise spectrum and the aperture uncerta.nty. The resolution of

the ADC is typically 8 to 12 bits. This corresponds to 1 part in

256 resolution for an 8 bit ADC, and 1 part in 4096 resolution

for a 12 bit ADC.

The input noise spectrum effectively limits the low

frequency resolution. If the inputs are shorted, and the

measured internal noise signal occupies 4 of the 4096 levels in a

* 12 bit ADC, then any applied signal has the low level resolution

of 4 parts in 4096 or 1 part in 1024. Thus, this noise level has

reduced the resolution from 12 to 10 bits (210 = 1024).

The high frequency resolution is degraded by aperture

* uncertainty. The aperture uncertainty is the variation from the

nominal digitizing rate. A commercial transient analyzer with

sample rates of 1 MHz has an aperture uncertainty of 0.1 ns. The

aperture uncertainty reduces the resolution of the fastestW

changing part of the signal.

As a practical example, assume that sampling waveform V(t),

being sampled, is a sinusoid of frequency f. The maximum rate of

change of this signal (dV/dt)max is:

(dV/dt) =ax 21fV 0(2-28)

where V0 is the full scale voltage of the ADC. The aperture

* uncertainty At leads to a corresponding voltage uncertainty

AV as follows: -

AV At (dy/It) mx(2-29) -
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AV/Vo= 21tfAt (2-30)

Note that the voltage uncertainty increases with sampling

frequency (or signal frequency). If f=iMHz and At=0.15 ns, then

AV/Vo = 9.42 x 10- (2-31)

corresponding to 4 parts in 4096 for a 12 bit ADC. Thus the high

frequency resolution is reduced to that of a 10 bit ADC.

The total length of the sampled waveform depends on the

total memory available for storage. Commercial units with 512k

points in transient storage are available.

The transient recorders of today may be viewed as the front

end of a data acquisition system controlled by a host computer.

Transient recorders provide the capability to acquire large

amounts of data and store these in memory. The host computer

initiates and stops data acquisition and performs the analysis.

Various types of output and permanent storage optior include CRT -"'.

displays, oscillographic recorder output, digital tape storage of ..-.

data and results, and the alternative possibility of storage on

hard disk floppy disk.
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2.4 SYSTEA DESIGN -

Previous sections of this chapter have described the

individual components making up a measurement system. It is

important to understand the performance of each component in

designing an overall instrumentation system. It is equally

important to understand how the different components interact and * o"

how to specify tests that determine end-to-end measurement

accuracy and calibration.

The different methods for applying measured data to

vibration and acoustic problems require different degrees of

measurement syste!n accuracy. Thus, in designing the measurement

system it is necessary to understand the purposes for which the K
data are to be used. A detailed discussion of the requirements

for each of the methods presented in this report is presented in

Chapter 4. This section describes the procedures to be followed

in designinj the overall system. We assume that the reader has a

basic understanding of the performance features of each

individual component.

2.4.1 General Requirements

The general requirements for a measurement system can be

divided into four major categories:

accuracy

cost

availability

compatibility with weijht, size,

and electrical power limitations

Often these requirements conflict and compromises must be made.

Therefore, the system designer must be in a position to revise

the general requirements and to select alternate system

components when necessary.
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As a general rule it is advisable to avoid use of specially

built electronic components and sensors. The length of time k

required to test the component operation is often beyond the

available time for measurement system design. In addition, the

specially built component can often have an unexpected fault

which compromises the performance of the entire system.

It is also a good rule to avoid components that are useful

only for a single vibration and acoustic survey. Again

unexpected errors are more common for such special purpose

components. In addition, errors in operation of the measurement P
system by field engineers are more probable if they are not

familiar with the equipment. It is better to use a familiar set

of system components even though the overall system accuracy is

less than could be achieved with other components.

The Sections to follow will focus on measurement system

accuracy. This does not imply that the other factors listed

above are not important. Rather it is an indication that these

factors are unique to each measurement group and it is difficult

to discuss them in general terms.

2.4.2 System Design Procedures

A major factor in the design of a measurement system is

system accuracy. In the design and use of a system for a

particular measurement program it is necessary to consider the

many sources of measurement error. These errors can cause poor

data quality and in the extreme total loss of data.

A complete analysis of system errors includes the following

topics:
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Calibration Errors

Errors due to unknown or inaccurate transducer

sensitivites;

Errors due to failure to log changes in amplifier gain

between system calibration and data measurements;

Errors due to inaccurate calibration signals.

Component Errors

Errors associated with poor signal to noise ratio -

for a particular component;

Errors associated with insufficient frequency

response for a component;

Errors due to overload - exceeding the maximum input

voltage for a particular component;

Errors due to failure to correctly log component

gain settings and other parameter settings;

Errors due to drift in component gain and/or

frequency response due to temperature changes or

other environmental factors.

Interaction Errors

Errors due to improper impedance match between

components.

Cable Errors

Errors due to improper connection or mislabled cables;

Errors due to cable vibration;

Errors due to uroken cables or cables with

intermittent shorts or open circuits.
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Interference Errors

Errors due to pickup of unwanted signals from

electromagnetic fields;

Errors due to ground loops.

Operational Errors

Errors due to improper setting of amplifier gains;

Errors due to failure to record gains and other

component settings;

Errors due to failure to follow calibration

procedures;

Errors due to failure to properly annotate data

recordings or other records.

These sources of error will be discussed in the following

sections and procedures for minimizing the errors will be

outlined.

2.4.2.1 Accuracy Requirements

The accuracy of a measurement system can be described

in terms of a number of key descriptors. These include:

Number of Data Channels

recorder limits, high and low bandwidth signals,

annotation signals, multiplexing, encoding.

Frequency Bandwidth

different for vibration/acoustic and for

annotation channels, DC more difficult, high

frequencies may cause aliasing, 3 dB down points,

deviation within the band, amplitude and phase.
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Dynamic Range

definition, upper limit linearity, lower limit p

noise, recorder limitations, peak factor, signal

to-noise, auto-ranging amps, level estimation

uncertainty, frequency range -.

Noise

broadband and single frequencies, bandwidth,

signal to noise, biased and unbiased addition.

Linearity

definition, harmonic distortion, clipping.

Interference

interchannel, pickup

The first steo in the measurement system design is to

determine the required measurement accuracy. This step is part

of the test design and is described in Chapter 4. For

consistency Chapter 4 presents accuracy requirements for each of

the different methods for applying measured data to vibration and

acoustic problems that are presented in later chapters of this

report. These requirements are divided into the six key

descriptors listed above. Procedures for designing a system to

meet these requirements are presented below.

2.4.2.2 Number of Data Channels

The first step in designing a measurement system is to

determine the total number of data channels that will be

required. Many measurement projects require multiple data

channels. The system must accomodate the output signals from

several vibration and acoustic transducers as well as the more

slowly varying signals describing op-rating conditions such as

temperature, altitude, etc. and signals containing data

annotation such as time of day, amplifier gain settings, etc.
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In most cases a permanent record of the data is needed. The PP
available recording device often sets a limit on the number of

channels that can be recorded. Thus, the requirements of the

measurement survey must be combined with the capability of the .7.

data storage component. If magnetic tape is to be used the

number of recorded channels is typically 14. The vibration and

acoustic data channels require a much greater frequency bandwidth

than the more slowly varying operating condition and annotation

channels. Therefore, it is common to record many of these slowly

varying signals on a single channel. The usual technique is to

use a PCM (pulse-code-modulation) system. When available, an

edge track on the tape is often used for a voice annotation. It

is also common to use one channel for a time-of-day encoder.

Thus, a well designed tape recording system will use 2 of the 14

channels for recording data annotation information such as

amplifier gain settings and time of day so that 12 channelFi are

available for recording data.

A single one inch tape can be set up to record more than 14

channels, but with some loss of dynamic range per channel. The

loss of dynamic range is usually too great to be acceptable.

Thus, if more than 12 channels of data are required, it will be

necessary to select one of the following options: use of

multiple recorders or use multiplexing of data channels so that

more than one data channel can be placed on a single tape

channel. _

A time multiplexer can be used to place several dynamic

signals from vibration and acoustic transducers on a single data

channel. However, some data will be lost while the multiplexer

is changing channels and many of the more advanced methods for . _

applying measured data to vibration and acoustic problems cannot

be used since they require correlation analysis between the

signals from different transducers.
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Although analog magnetic tape recording is most commonly ... '-.

used for field measurements, recent advances make digital tape

recording worth consideration. The advantage of digital

techniques is that greater data accuracy can be achieved.

However, the number of available data channels cannot be

increased without loss of frequency bandwidth. If a digital

magnetic disk is to be used, the number of data channels to be

used is limited by the total bit rate. Typically, a rate of 1 to

2 Mbits/sec can be achieved using a high speed magnetic disk.

Assuming sampling rates of 2.5 times the upper frequency limit of

each data channel this bit rate would allow up to 10 to 20

channels of data with a frequency bandwidth of 4,000 Hz and 10

bit data words. However, a 50 Mbyte disk would allow collection

of only 2.5 minutes of data. This method of data storage is not

suitable for field measurements and FM or digital tape storage

methods are preferred.

2.4.2.3 Frequency Bandwidth

Measurement of vibration and acoustic signals requires that

the measurement system have a sufficient bandwidth to encompass

the entire range of frequencies to be measured. Many sources of

vibration such as flow turbulence, aerodynamic noise, and . -

mechanical impact and shock produce signals with a frequency

content extending up to very high frequencies. At low

frequencies vibration at the fundamental resonance frequencies of

a test object or structure can be high. Thus, the frequency

range for measurement of vibration and acoustic data covers

several decades.

In some cases the higher frequencies are not of interest.

Then the measurement system must filter out these high

frequencies so that the data accuracy over the frequency range of

interest is not compromised. In many cases the high frequency . .- .
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output of vibration or acoustic transducers causes the input to

an amplifier or recording device to exceed its upper limit. The

high frequency output can also cause aliasing errors in digital

sampling procedures.
• ..'* ,e*% 'Z

The lower frequency limit of the measurement system must be -. ' L
low enough to encompass the lowest frequency of interest. Low

frequency vibration can be a cause of equipment failure.

However, in many measurement programs, the low frequency

vibration relates more to the rigid body motion of the test

object and is not of interest. In these cases, filters and/or AC

amplifiers are used to eliminate the low frequencies so that they

do not interfere with measurement accuracy.

Typically, the frequency bandwidth requirements for

vibration and acoustic data are from 20 Hz to 20,000 Hz.

However, for many programs in which data is to be collected to

develop or verify equipment Qualification Test requirements the

upper frequency limit is set at 4,000 Hz. On the other hand,

many vibration sources including pyrotechnic devices, high

velocity impacts, and aerodynamic shock oscillations result in

high vibration levels up to and beyond 50,000 Hz.

The frequency bandwidth required for data annotation

channels, which may have information on operating conditions,

amplifier gains, and time-of-day, is significantly less than that

required for an acoustic channel. Typically, the upper frequency

limit can be set to 100 Hz. The lower frequency limit must

usually be DC, if analog signals are to be directly recorded.

This is not a problem if FM recording is used. The use of a wide

bandwidth vibration/acoustic data channel for a single low

frequency annotation signal is very inefficient. Therefore, it

is common to combine several low frequency annotation data
channels onto a single wide-bandwidth channel. The typical

approach is to use a PCM system to encode these channels. The

frequency bandwidth required for the encoded bit stream is

approximately twice the bit rate.
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The frequency response of the measurement system can be

defined by the amplitude and phase response as a function of

frequency. The ideal system would provide a uniform response

within the desired frequency bandwidth and a zero or negligible .

response outside of the band. The actual system shows some

variation of response within the frequency bandwidth and a rapid

fall-off of response outside of the band. A variety of methods

exist for determining the bandwidth. Typically, the bandwidth is - -

determined by the frequencies at which the amplitude response is

3 dB below the average response within the band. However, .

several other methods exist.

The frequency response of the measurement system, which .

consists of several components, is determined by adding the

amplitude responses in dB of each of the components. Thus, a

system consisting of a vibration transducer, signal conditioning .-.

amplifier, amplifier, and tape recorder, each having a amplitude

response that is -3 dB at 5,000 Hz, will have a system amplitude

response that is 4 x (-3) = -12 dB at 5,000 Hz. It follows that

the design of a system with an upper frequency limit of 5,000 Hz

requires use of components each having a upper frequency limit

greater than 5,000 Hz. System design must include the

calculation of system frequency response. This step can be done

quite easily if the frequency response for each component is

available. If this information is not available it can be

determined by measurement using a sine-sweep oscillator to .I'm

generate an input signal.

The phase response of the system is important if the

measurement must preserve the exact time histories of the -.-

vibration or acoustic signals. However, if the data is to be

used only to obtain power spectral densities the phase response

i is not a major concern. In addition, for many of the correlation

techniques the exact phase response for the different channels is

not important as long as it is the same for all channels.
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If the phase response of a system is a linear function of

frequency, the time history of the signal is preserved but N

delayed in time. This may not reduce the accuracy of the data.

Therefore, a linear phase response is often adequate. Typically,

the frequency bandwidth over which the phase response is linear

is more limited than the bandwidth for the amplitude response.

The phase response of the system is the sum of the degrees

of phase lag for each component. As in the case of the amplitude

response a system design meeting a requirement for phase response

at an upper frequency limit of 5,000 Hz requires components with I
a upper frequency limit above this frequency.

2.4. 2.4 Dynamic Range

The dynamic range of the measurement system defines the

range of signal amplitudes that can be accurately measured. At

the lower limit the dynamic range is set by the noise (noise

floor) of the system. Signals with amplitudes less than the

noise have poor signal-to-noise ratios and cannot be accurately

' determined. At the upper limit the dynamic range is set by the

"linearity of the system. Signals with a sufficiently high

amplitude will be distorted resulting in harmonic distortion and 1,-z

in the extreme clipping of signal amplitude. A discussion of

noise and linearity will be presented in Sections 2.4.2.5 and

2.4.2.6 below.

A high dynamic range is required for most measurement

procedures. Although it is possible in some cases to obtain

useful measurements with a 20 dB dynamic range, a range of 40 dB

for each vibration and acoustic channel will provide data of much

higher quality and reduces the risk of obtaining no data due to

the measured signals being above or below the available range of .

signals that can be measured. It is common to require a 10 dB

margin at the lower and upper limits of the dynamic range - that

is to design the system so that the minimum expected signal is 10
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dB above the noise floor and the maximum signal is 10 dB below

the limit of system linearity. A system with 20 dB of dynamic

range can meet this requirement only if the amplitude of the

signal to be measured is known exactly. This is rarely the case ..-

unless amplifier gains can be precisely adjusted for each channel

during the course of the measurements.

A system with a 40 dB dynamic range allows measurements with _

sufficient accuracy to determine vibration and acoustic signal

levels and power spectral densities for most applications. Thus,

although a wider dynamic range is useful, a system with 40 dB of

range per channel is often sufficient.

Many of the techniques for applying measured data to

vibration and acoustic problems require data processing beyond

the determination of signal levels and power spectral densities. -'.

For these techniques a dynamic range of 40 dB is often not

adequate. Several of the techniques require the signal amplitudes

to be more than 20 dB above the noise. Other techniques require

a high degree of linearity so that the signal amplitudes must be

less than 20 dB below the upper limit of the dynamic range. For

these techniques a system having a dynamic range of 60 dB or more

is needed.

The dynamic range of the measurement system is typically

limited by the recording device. FM tape recorders operated

under IRIG Intermediate band or Wideband Group I specifications
provide a dynamic range of approximately 45 dB over a frequency

bandwidth that is typically required for vibation and acoustic

measurements. A dynamic range greater than 50 dB cannot be

achieved without severely limiting the frequency bandwidth.

Two approachs can be used to achieve system dynamic ranges

greater then 50 dB. In the first, a digital recording technique

is used. The signals are encoded according to one of several

methods and then recorded. Use of a 12-bit encoding provides a

dynamic range of 72 dB with some loss of frequency bandwidth.
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However, by using a wide bandwidth recording device a measurement

bandwidth adequate for most vibration and acoustic applications

can be obtained.

The second technique to achieve large system dynamic ranges. ""."""-

is to use auto-ranging or auto-gain amplifiers. These units

adjust the gain according the level of the signal being

measured. Although the dynamic range at an given time is limited

to the range of the recording device, the amplifier gain will be

set to optimize the use of this range. A system of this type

reduces the need to predict the expected signal levels with great

accuracy in setting up the system gain. A negative feature of

the system is that some data is lost while the gain is being
changed. Typically, the performance of the auto-ranging

amplifiers is inadequate for measuring short duration events or

shocks.

Although the dynamic range of the measurement system is

typically controlled by the range of the recording device, the

system design should evaluate the range component by component.

This involves two steps. First, calculation of the system noise

and second calculation of the system linearity. These

calculations will be discussed in the following Sections.

2.4.2.5 Noise

The lower limit of the dynamic range is determined by the

system noise. In well designed systems the noise can be

represented by a stationary broadband random time history with a

power spectral density varying inversely with frequency. It is -

common to define the minimum signal that can be measured on the

basis of the ratio of the root mean square value (rms) of the

signal within the frequency band of interest to the rms value of

the noise within the same frequency band. A system with a wide

bandwidth will have a higher rins noise and therefore will require

a higher value for the minimum signal amplitude. In many cases,
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the system noise can be reduced by filtering during later signal

processing. It is advisable, therefore, to collect the data with ".-' "-.

a bandwidth sufficiently wide as to encompass all frequencies of

interest in the signal to be measured.

A primary goal in designing a measurement system is to

minimize the system noise within the frequency bandwidth of

interest. Typically, the design process can be carried out on -

the basis of the rms noise within the band. However, in special

cases it will be desireable to calculate the noise for various

frequency bands within the overall bandwidth. The need for such

special consideration is dictated by the application for which

the data is intended.

The system noise is the additive combination of the noise

from each component. The noise for a particular component can be

represented by two noise inputs - one at the input to the

component and one at the output. For the purposes of system -

design both noise signals can be assumed to be independent of the

component gain. In addition, the two noise signals can be

assumed to be statistically independent and to be independent of

the input signals to the component. Thus, rms noise amplitudes

are additive.

As a general rule, the noise is minimized by using as much ..-.

gain as possible on the input stages of the system so that the

noise generated by these input stages is not amplified by

later components. However, great caution is required.

Typically, the data recorder will require an rms input signal of

approximately 1 volt. The transducer output is typically on the

order of a few micro-volts. Therefore, a total channel gain of

90 to 120 dB is often needed. To achieve such high levels of

gain a multiple stage instrumentation amplifier is needed. The

size, weight, and electrical power needed for such an amplifier --

usually require it to be located remotely from the transducer . '

with a long cable. Cable noise and pick-up can easily become a
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problem thereby eliminatinj the advantages of naving all the gain

in the first amplifier of the instrumentation chain. A better _

* approach is to include somne gain in a signal conditioning

"amplifier located near the transducer.

2. 4.2.6 Linearity .

The upper limit Df the dynamic range is governed by system

linearity. The ideal system would provide perfect linearity up

to a maximum sijnal value above which the measured signal would

be constant - a hard clip. The ideal system would also recover

instantly from an o)verload. The actual performance of many

instrumentation components approximates this ideal performance.

Component linearity is typically 2% of full scale or less.

In the usu-l case the system designer need consider only the

requirement that the naximum input and output signals for each

component be less than the limiting values for that component.

The maximnum signals are obtained by multiplying the maximum

expected rms signal by a peak factor. For random signals it is ,

common to set the peak factor as a factor of three. A higher

peak factor is needed for signals containing transient or shock

events.

"The maximum output signal of a component is typically

"" limited by the component's power supply voltage, which is usually

5 to 15 volts. Thus, many components have an upper limit on the

output of +/- 5 volts peak. As a general rule it is good

practice to design the system so that the maximum output of each --

component is under one volt rms. A higher value may be required

at the input to the data recorder.

Certain applications require a high degree of linearity.

For these cases it is good practice to keep component gains as

low as possible and to use special transducers with high

linearity and usually a low sensitivity. The signal to noise

ratio is decreased by these actions, so that a trade-off must be

made between linearity and signal-to-noise.
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2.4.2.7 Interference

Measurement system design must consider two types of

interference. In the first, the signals to be measured are

contaminated by pick-up of extraneous signals due to

electromagnetic fields. Typically, problems occur at the system

level due to the existence of ground loops. A ground loop is

created when the interconnected components are grounded at more

than one point. The electromagnetic fields create a current in

the ground loop which is converted to a large amplitude voltage

signal at the input to high impedance components. Battery

operated components can help to eliminate ground loop problems.

Optical isolators can also be used to eliminate a ground loop.

The second type of interference is between different

channels of a multichannel measurement system. Typically,

problems occur when different signals share a single channel on a

recording system.

2.4. 2.8 System Design Summary

1) Number of Sensors and Data Channels

Low Frequency Number, bandwidth less than 100 Hz.

High Frequency Number, bandwidth more than 100 Hz. .-

2) Dynamic Range Required for each Sensor

If greater than 40 dB must use special storage -. :

techniques or gain ranging amplifiers.

If less than 40 dB use magnetic tape.

3) Number of Recording Devices

If number of High Frequency Sensors is less than 12,

use single 14 track magnetic tape recorder.

If nore than 12 choose:

a) time multiplexing using switch box

b) mult recorders

C) on-boar a dating- --. ,
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4) Frequency Response

Minimum and Maximum frequencies of interest.

5) Sensor Selection

Variables to be measured

Sensitivity required

Size, weight and cable attachment

Environmental

6) Signal Conditioning

Impedance match

Gain

Filtering

Noise

Amplifier requirements for signal level and

impedance

Cable len s-ths

7) Amplifier Selection

AC or DC

Gain control - manual or coded

Power requirements

Recorder signal levels required

8) Cable Requirements

Lengths

Connectors

Labeling

Bundling and tie-downs

Fnvironmental

9) System Performance

Gain

Frequency Response

Over load

Noise

10) Syste~n Calibration

Calculation •

Signal insertion

Continuity check
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CHAPTER 3. DIGITAL DATA ANALYSIS TECHNOLOGY

In this chapter we present various methods of analyzing

measured data. We assume here that the analysis will be done ..

digitally, that is, the measured signals are quantified within

some range of numbers. Analog processing methods (such as

frequency band processing) are included in the discussions of

measurement technology in Chapter 2 under the heading of signal

conditioning. This division between analog processing and

digital analysis is made for two reasons. First, in almost all

uses of measured data the measurements are at some point

quantified, if merely to evaluate an average or peak level, for

example. Second, this enables us to differentiate between the

effects of the analog instrumentation used to condition and

process the measured signals and the effects of the manipulation

of the measured data in digital form (which are assumed to be

independent of the instrument on which the manipulation is done).

The major exception to this distinction is considered in the next

section on converting analog signals to digital data.

3.1 CONVERTING ANALOG SIGNALS TO (USEFUL) DIGITAL DATA

* The methods of analog processing and digital analysis

overlap in the process of converting analog signals to digital

data. Analog to digital (A/D) conversion involves two processes,

sampling and quantization, as shown in Figure 3-1. Sampling is

the process of measuring the value of a continuous signal at a

finite number of points in time. Quantization is the process of

rounding or truncating the measured value so it can be repre-

. sented by a finite number of digits.

* We will first consider sampling exclusive of quantization

* effects. We will restrict our discussion to periodic sampling,

or sampling at equally spaced time intervals. We will then

consider quantization. 3-1

3 -1..-. - .



Ampl i tude
Analog Signal

S~~~~Digital Samples - - •. .

' Time

%A.

a.) Sampling an analog signal with
a time interval T.

I.-." ', -.

Ampl itude

Quantization 3CI,.-

Interval 1q 2--- , -
- I Xa"'"- '' '

-2

S0 3o Time ""'"[ ""i•

-3
b.) Quantization of an actual signal

level of xa into the nearest digital .-.-

level Xq resulting in an error r.

Figure 3-1. Analog to Digital Conversion
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3.1.1 Sampling Analog Signals

The relationship between a finite sequence of numbers

obtained by periodic sampling and the original analog signal
depends on the frequency content of the signal, or the rate at

which it is changing in value. In general terms the rate at • .#

which the signal is sampled must be faster than the fastest rate

at which the signal is changing in value if accurate frequency

information is required. In addition, the duration of the
sampling (called the record length) must be longer than the

longest period of fluctuation in the value of the signal if

consistent time averaged information is required.

The following paragraphs present useful guidelines for the

proper selection of sampling parameters. The detailed manner in
which these parameters affect the various types of analysis to be

performed is discussed in the individual sections of this chapter
which outline these analysis procedures.

3.1.1.1 Sample Rate

In order to preserve accurate frequency information when

digitally sampling an analog signal the sample rate SR (in

samples per second) must be greater than twice the maximum

frequency fm (in cycles per second, or Hertz) which is present in ---- ,

the signal, or

SR > 2 fm" (3-1)

If this condition is not met the signal content outside the

frequency range 0 < f < SR/2 will be confused with frequencies

within this range. This phenomenon is called aliasing. The

frequency fq = SR/2 is called the Nyquist frequency.

If the maximum frequency content of the signal is not known

it is necessary to filter out any undesired frequencies with an

anti-aliasing filter before the signal is sampled. (For detailed

information on analog filtering see Section 2.2.8.) A typical

choice of such a filter is a low-pass filter with a high

3-3
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frequency roll-off rate of approximately 24 dB per doubling of

frequency. In most cases [3-1] it is sufficient to set the upper

cut-off frequency fu (defined as the 3 dB attenuation frequency)

by

f < 0.4 SR. (3-2)

This will give an attenuation of approximately 10 dB at

the Nyquist frequency and will usually avoid contamination of

the data below the filter cut-off frequency. However, the filter *,.

attenuation characteristics must be accounted for in the

frequency range of the filter cut-off.

A more detailed look at the phenomenon of aliasing can be

made using the illustration in Figure 3-1a. This signal consists

of the sum of four sinusoids with different frequencies as shown

in Figure 3-2. Components a, b, and c have frequencies below the

Nyquist frequency and therefore are accurately preserved by the

sampling. However, component d has a frequency greater than the

Nyquist frequency and the sampled data cannot distinguish it from

the lower frequency sinusoid d' shown by the dashed line super-

imposed over component d.

The phenomenon of aliasing can be described mathematically

by representing the signal component d by a sine wave of

frequency (fq + if) with 0 < Af < fq:

d(t) = sin [ 2 ,Tt(fq + Af)] (3-3)

when this signal is sampled at times tn ni; n = 1, 2..., N; the

resultir data can be represented by:

dn sin [ 2 1nnr(fq + Af)]. (3-4) .* "

Since fq 1 SR 1-T:

dn = sin [in + 2nnTAf]. (3-5)

3-4
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Figure 3-2. Aliasing in Digital Sampling of
Components from Signal in Figure
3-la. Components a,b, and c are
below sample rate, while d is above
sample rate, resulting in the apparent
signal component d'.
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Since the sine function is periodic with 2v: :

dn =sin -tn + 21rnTAf];.

= sin [-21rnr(f q Af)I

= -sin [21nnT(f -Af)] (3-6)
q

* Therefore, when d(t) is sampled it looks identical to a signal

with frequency (f q - Af) which is the frequency of the aliased

* ~signal d' (t) shown in Figure 3-2.

If a signal is sampled without aliasing, it is theoretically

possible to reconstruct from the sampled data the value of the

analog signal at any time between samples. This process is

called interpolation and is described in Section 3.2.4.5.

3.1.1.2 Multichannel Sampling

If it is required to sample more than one analog signal

for purposes of relating their phase or time characteristics it

is necessary to sample the various signals over the same time

period. However, it is not necessary that they be sampled at the

exact same instants. It is possible to sample multiple signals

with a known time shift between corresponding samples, as shown

in Figure 3-3, and still preserve accurate time and phase infor-

mation. This process is called multiplexing and allows for

multiple signals to be processed through a single A/D converter.

The time shift introduced by multiplexing can be removed in

two ways. The easiest and most frequently used mnethod involves a

phase shift in the frequency spectrum if the signals are analyzed

by Fourier Transform. This is discussed in Section 3.3.3.3. A

second method involves interpolating the signals after they are

sampled to obtain sample values at exactly the same times.

Interpolation methods are described in Section 3.2.4.5.

3-6
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3.1.1.3 Record Length ''."

The record length is important when time averaging is

Srequired. It also controls the lower frequency limit in a fre- ....

"quency analysis of the data. If a signal is sampled at regular

intervals over a time period T (in seconds), then the lowest

*2. frequency fain that can be resolved by standard frequency .

analysis is

fmin = l/T. (3-7)

If lower frequencies are present, the frequency analysis of

the sampled data may be contaminated. This is discussed in more

detail in Section 3.2.3.

The requirements on the record length for time averaging are

less precise because they involve statistical sampling criteria.

The relationship between the record length and the statistical

accuracy of a particular analysis method is included in the

Section of this Chapter which outlines that procedure. In many

cases the record length is limited by the number of samples which

can be stored in the digital processing hardware. Averages over
longer periods of time can then be accomplished by repeating the

sampling process a number of times and averaging the results of

each sample record.

Averaging over a number of sample records to obtain an .

accurate time average assumes that the signal is stationary in

time (its statistical properties do not change with time). Tests

to determine whether or not a signal is stationary are given in

Section 3.2.1.11. Special considerations for analyzing transient

or non-stationary signals are given in Section 3.2.5. -

3.1.2 Quantization Process

We now consider the effects of quantization on the analog

to digital (A/D) conversion process. As noted above, quantiza-
tion is the process of rounding or truncating a signal level so

3-8
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that it can be recorded by a finite number of digits (see Figure

3-1b). In general the process of rounding is more desirable than

truncating. The mean error introduced by rounding is zero, while

the process of truncating introduces a bias error. Quantization

also introduces noise into the signal which is of equal magnitude

for both rounding and truncating. The following paragraphs give

a more detailed description of these errors.

The quantized signal level xq can be modeled as the sum of

the actual level xa and a quantization error e:

Xq = Xa + E (3-8)

Since e is not known, it is necessary to describe it statisti-

cally. The following assumptions have been shown to be valid for

i: most practical cases [3-2]

1) The properties of e do not vary with time.

2) The values of xa and e are linearly independent.

3) The probability that c takes on a particular value ,

is constant over the entire range of r.

4) The value of E for one sample is linearly independent

with that of another sample.

We will now consider the effects of both rounding and truncating

using these assumptions. For this analysis we will assume that a

binary A/D converter is used with b digits and a dynamic

range/voltage range of -V to V, so that the difference between

successive quantization levels is 2 V/ 2 b.

3.1.2.1 Rounding

The error introduced by rounding, cr' may be either positive

or negative and its magnitude is limited by one half the distance

between quantization levels:

3-9
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SIm

-V/2b < Sr < V/ 2 b (3-9)

It can be shown [3-3] that the mean value of the rounding

error i Sv r.
r '.Z - -•04ý

0 (3-10)
r

and the variance a2 is
Er

oa = 1 (V/ 2 b)2 (3-11)
r

3.1.2.2 Truncating

The error introduced by truncating, ct, is always negative

and its magnitude is limited by the distance between quantization p.
levels,

< K0. (3-12)

It can be shown [3-3] that the mean value of the truncating

error ist
Wt -v/2b (3-13)

and the variance 02 is
r - . .

S(V/2 (3-14)
CS t

3.1.2.3 Signal to Noise Ratio

The signal to noise ratio (SNR) for both rounding and

truncating can be found by comparing the variance of the actual

signal with that of the quantization error. If we assume xa is a

3-10
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random signal which has been scaled so that its variance a2 isxa

• ." .. " - +

=2 (V/4)2  (3-15)x
a h~

then

SNR =10 log (a2 /02)
a (3-16)

-6.Ob -7.3 dB

where b is the number of quantizer "bits."

The actual SNR will, of course, depend on the scaling of the

* input signal. However, this example indicates the importance of

* using the full dynamic range of the AID converter whenever

* possible.

* 3.2 SINGLE TIME SERIES ANALYSIS

- In this section we present various methods of analyzing

*.+. .. -

* digital data obtained from a single time series. We begin with .. *.~

statistical measures, then move to correlation and spectral -

analysis, digital filtering, and finish with some specialized

ranalysis methods.

3.2.1 Statistical Measures of Digital Data

In this section we outline the procedures for computing

various statistical measures of digital data. We begin without

assuming anything about the origin of the digital data, consid-

ering them to be merely a set of sampled values to be analyzed. ~
The data could be periodic samples of an analog signal or they

* could be an ensemble of successive estimates of some signal'.

k• . 4. "
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characteristic, such as the magnitude of the frequency spectrum

at a particular frequency.xofasto NvlusXiscmte

A statistical measure computed from a subset of the

available data is denoted as a "sample" measure in order to *

indicate that it is an estimate of the actual measure obtained

from a sample of the data.

3. 2.1.1 Mean Value

The sample mean valuexofastoNvlusniscmte

by

N
X E Xn (3-17)

n=l

The sample mean value is a measure of the arithmetic average of

the set of values xn and is an estimate of the expected value of

the data denoted by px E[x].

3.2.1.2 Mean Square Value

The sample mean square value x2 of a set of N values x.. is

computed by:

- N
- E x2  (3-18)

Nn=1 n

3.2.1.3 Variance

The sample variance s2 of a set of N values xn is computed

3-12.

E x -- --- •"_
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The square root of the sample variance is called the standard

deviation, s. The sample variance is a measure of the spread of

the set of values xn about the sample mean value. It is an

estimate of true variance of the data about its expected value

which is defined by o2 = V[x] = E[(X-px) 2 ].

Note that the factor l/(N-1) is used in Equation (3-19)

instead of 1/N. This is necessary in order to make the esti-

mation of the variance an unbiased one [3-41; that is, the

statistical errors in the computation are equally likely to be

positive or negative.

3.2.1.4 Probability Density Function

The mean and variance are parameters of a more general

statistical descriptor called the probability density function

(pdf). The sample pdf of a set of N values xn is related to the

number of values in the set that fall within specific value

intervals. If the range of xn values is divided into intervals

of width wx, centered at values Xi, then an array Ni can be

defined as the number of sample values that lie in each value

interval. This array can be plotted as a histogram as shown by

the examples in Figure 3-4. The sample pdf, denoted by p(Xi),

is computed by dividing each value Ni by the width of the value

interval wx and by N:

xx" ~ ~~~~p (X i ) -w Ni. ( 3-2 0 ) .,-' '""'•. '-

The magnitude of the computed pdf will depend somewhat on
the size of wx. However, the value of p(Xi) will converge to a

consistent level as wx is made smaller as long as N is

sufficiently large.

A procedure for computing a constant interval pdf from a set

of N values xn is given in Reference [3-5] and is summarized in
the following table with slight modifications. A A A

3-13
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Sample Time History Probability Density Function
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Figure 3-4. Probability Density Function of Sample
Time Histories Plotted as Histograms
of Sampled Values
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Table 3-1.

1. Determine the range of values, xn = a to xn b, to be

covered by the pdf and the number of value intervals M inb-a
the pdf. The width of each interval is given by w = ba'.°

The center point of each interval, Xi; i = 1, 2, ... , M; is

given by Xi = a + (i-l)wx.

2. Define a sequence of M+2 numbers, Ni; i = 0, 1, M+l;

where:

w
No number of xn such that Xn < a 2

w w
xx

Ni = number of xn such that Xi 2 < Xn Xi +2

Wp
NM+l number of xn such that xn > b +?

Initially set the values of all Ni = 0.

b-xn
3. Compute the integer i = M + 1 - Integer.w-+ 1.5]

x

- if i < 1, add the integer one to No

- if i > M, add the integer one to NM+1

- otherwise, add the integer one to Ni
°. 4.

, -u ~. *w

4. Use the resulting sequence of numbers Ni to compute the pdf
using Equation (3-20). m'
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The resulting pdf meets the following constraint:

M+l
E wx p(Xi) = 1. (3-21)

i=O

The accuracy of the pdf will depend on the choice of wx for - ,

a given number N samples. A good choice for most applications is

w x (3-22)

where s is the standard deviation of the data. If s is not

known, it can be approximated by assuming that a range of 8s will

encompass the dynamic range of the data. As wx is made smaller

the resolution of the pdf increases while the variance of the

magnitudes increases, causing the pdf to look noisy. As wx is

made larger the pdf becomes smoother but with a sacrifice in

resolution. This effect is seen in the examples of histograms

shown in Figure 3-4.

The pdf computed from a sample record can be compared with

those of known functions to identify the characteristics of the

sampled data. Figure 3-5 gives examples of some typically

encountered signals and their computed pdf. More information on

these and other types of probability density functions can be

found in Reference [3-61.

3.2.1.5 Moments of the PDF

The pdf of a set of N values xn can be described by a series

of moments defined by the average value of (xn - c)k, where k is

the order of the moment and c is the axis of the moment. The

moments ak(c) can be computed by:

1 N k M+l k
S(c) 1 (xE - c) k (X. - c) p(X.) (3-23) -..

n=l i=O - . -

3-16
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The first moment about zero is the mean value as given in

Equation (3-17). The second moment about zero is the mean square

value as given in Equation (3-18). The second moment about the

mean value is an estimation of the variance for large N as given

in Equation (3-19).

Higher order moments are usually computed for the normalized

value (xn - x)/s. The third order normalized moment is called

skewness, a
3

1N Xn
a 3 = N X )3 (3-24)n=l

The fourth order normalized moment is called the kurtosis, a4

N Xn- )
a 4 = N (3-25)

n=l," -

These normalized moments of some common pdf's are given in

Reference [3-6] and can be used to help identify the characteris-

tics of the data being analyzed.

3.2.1.6 Cumulative Distribution Function

The cumulative distribution function (cdf) of a set of N

values xn is a measure of the probability that the value of xn is

less than or equal to a certain value Xk. The cdf, denoted by

P(Xk), can be computed from the pdf by summing up the values of

the pdf at all intervals where Xi < Xk:

k
P(Xk) = . P(Xi) (3-26)

i=O

Figure 3-6 gives examples of the cdf of some typically encoun-

tered signals.

3.2.1.7 Accuracy of Statistical Measures

When a statistical measure is evaluated for a set of data

3-17
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that is only a subset of a longer signal, it is desirable to have
"'? o

some information about the accuracy of the measure in estimating %

the true value of the desired parameter of the signal. Two .' f

approaches can be taken to specify the accuracy of a statistical

measure. One approach is to assume the signal has a certain

* statistical distribution and then evaluate the potential for

errors in calculating the desired parameter of the distribution

* from a finite set of data. This approach leads to the specifi-

cation of confidence intervals around the estimated statistical

measures. The second approach is to assume the signal has a . .

certain statistical distribution with known parameters and then - -

develop a test for determining whether or not the finite set of

data confirms this assumption. This approach leads to the

specification of the levels of significance for the test.

These two approaches have similarities in the basic prin-

ciples from which they are derived, but they have different

applications. In the following section we present summaries of

their application to the analysis of digital data and refer the

reader to other sources for a more detailed development of the .. ,.-

principles being used.

3.2.1.8 Confidence Intervals

The confidence intervals of a statistical measure are based

on the probability distribution of that measure when it is com-

puted for a number of different sets of data taken from the same

process. For instance, if a continuous random signal is digi-

tally sampled and the mean value of a finite number of samples is

evaluated, this mean value x will be a random variable with a cer-

tain pdf. If a certain form of the pdf is assumed, such as the

Normal distribution, then confidence intervals can be set around

the value of x based on the probable distribution of all possible

*i values. The following paragraphs present formulas for determining -'---*/',

the confidence intervals for various statistical measures.
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SAMPLE MEAN VALUE: The sample mean value of a random signal p

can usually be assumed to have a pdf like the Normal distribu-

tion. This is true even if the random signal does not have a

Normal pdf [3-7]. If a random signal x has a mean value V and a

variance o2, then the sample mean value calculated using Equation .

(3-17) has an expected value given by:

E[x] = . (3-27)

The variance of the estimated mean is

Vi[i1 = W". (3-28)

where N is the number of samples of x used to calculate the mean

value.

The characteristics of the Normal pdf can then be used to

evaluate confidence intervals for the sample mean value x as

shown in Figure 3-7. For example, the confidence interval at

± one standard deviation from the mean has a 68% confidence

level. Therefore, based on the sample mean value x of N numbers

(which has a standard deviation of a//N) it can be stated that

the true mean p is within ± a//N of x with 68% confidence. The

interval x ± o//N is then called the 68% confidence interval for

the sample mean value.

One practical limitation in applying the confidence inter-

vals based on the Normal pdf is that the true variance a2 is

usually not known. In order to use the sample variance s2, cal-

culated from the same N values, it is necessary to use a slightly

different pdf called the Student's T distribution [3-6]. This

is the distribution of the variable T = IN (x-p)/s where v = N-1

is the number of degrees of freedom in the computation of s. As

v becomes large the T distribution converges to the Normal pdf.

The use of the T distribution to evaluate the confidence inter-

3-19 . -... , -. °
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vals for an estimation of the mean is shown graphically in Figure
3-8, where the limits on the value ( 4-x)ýN• are plotted versus v

S
for different confidence levels. The ordinate in Figure 3-8 is

a measure of the number of standard deviations in the estimate

of the mean that are encompassed by each confidence interval.

It can be seen that confidence intervals grow dramatically for
S< 10O. - .*,..'=

.-
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SAMPLE VARIANCE: The distribution of the sample variance

s2 obtained from Equation (3-19) is related to the Chi-squared

distribution denoted by X2 where v is the number of independent
V

samples used to obtain S2. The sample variance of a set of N

values xn is computed using N samples of (x -x) 2 . However, only

N-1 of these samples are independent if x is also computed from

the same data because of the constraint: .-

N
E (xn - x) = 0. (3-29)

n=1

Therefore a value of v = N-1 is used.

If a random signal has a variance 02 then the sample

variance S2 will have an expected value given by:

Es 2 ] = o2 (3-30)

and a variance

V[s 2 ] = 2 (3-31)

The use of the Chi-squared distribution to obtain confidence

intervals for the estimation of the variance is shown in Figure
3-9 where the error bounds on o 2 /s 2 are plotted versus v for

different percentages of confidence. As v becomes large, the
Chi-squared distribution also converges to the Normal pdf,

however, at a slower rate than the Student's T distribution. For

v > 100 the variable /2N-2 (s - 1) has a Normal distribution with0

zero mean and unity variance. Then the confidence intervals for

this variable can be obtained from the Normal distribution and

the confidence intervals for o 2 /S 2 can be computed from these.

SAMPLE PDF: The distribution of the sample pdf is related

to the Binomial distribution which is a measure of the proba-

bility of a given number of samples Ni in a certain value range

w being selected out of a total of N samples. For given value
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range w the expected value of the pdf magnitude can be

approximated by [3-5]:

N. w 2  (3-32).

E[N P(xi) + p (xi) (3-32)

where p(xi) is the true pdf and p"(xi) is the second derivative

of p(xi) with respect to x. For the Normal distribution with a

variance 02 the maximum value of p"(xi) is approximately -0.4/03.

Equation (3-32) indicates that a bias error exists in the esti-

mation of the pdf which grows proportional to the square of the

value interval.

The variance of the pdf magnitude is computed from the . ..

variance of the Binomial distribution using the probability Ni/N

so that

N. N. N P(xi)
V 1 (1 ----N) wN (3-33) ....- ,.

VN] W2 N2

N.
where the approximation is valid for -<< 1 which will be trueN
for sufficiently small values of w. This indicates that the

variance (or random error) is reduced by increasing the value

interval w which conflicts with the reduction of the bias

error. Therefore it is necessary to arrive at a compromise
between a small variance and a small bias.

One approach to determine the size of the value interval w

which will result in reasonably good pdf estimate is to set the

sum of the variances of the pdf to a constant value:

M+I N.
E V[•- = constant. (3-34)

i=2--

This can be evaluated by

M+1 P(xi) (3i %

i( 3 - 35N)wN

3-25
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From experience it has been found that a good choice for the PP

constant is the squared value of the pdf at two standard -,...

deviations from the mean, which for the Normal distribution

is (0.05/o)2. Using this result gives

W .20 (3-36)

3.2.1.9 Significance Levels

AS mentioned above, significance levels are used to deter-

mine quantitatively the validity of a hypothesis or assumption

about the data being analyzed. For example, suppose it is

"assumed that a signal x has a mean value of zero. To test this

assumption this signal is sampled N times and the sample mean .

and standard deviation sx are computed. For a signal that does

have a zero mean the sample means will be Normally distributed ."-".-

S

around zero with s- Then it could be stated that 95% of
x

2s 2s
*the sample means will be in the interval [- -, 1

VN iN

Now, if the computed value of x falls outside this interval

it can be stated with a 95% confidence that the signal does not

have a zero mean. However, if the computed value of x falls

inside this interval it cannot be stated with any great certainty '''

that the signal has a zero mean since there are many possible

values in the interval. Historically, the level of significance

of such a test has been defined by the percentage of the time a -.-

true hypothesis is rejected (which is also a measure of the

ability of the test to reject a false hypothesis). The level of " "" ..

significance of the example test above is then 5%.
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3. 2.1.10 Time Averaging vs. Ensemble Averaging -- •-

Up to this point in the discussion of the statistical -• !

measures of digital data we have not assumed anything about the-%•'%/

origin of the data. They could be a set of periodically sampled$-)_'" -

values of a time series or they could be successive estimations.----• -

of a statistical parameter evaluated on an ensemble of data sets..--.'.-

Most of the statistical analysis methods discussed in this •-}.-.[

chapter are based on the principle that the data is an ensemble .•{-•--

of independent samples. •.i

The assumption that these same methods apply to a sequence --.

'* . . .-,

of periodically sampled values of a time series is that of .-....

S•.. .stationarity. A stationary signal is one for which the statis----.--.-

tical measures of interest do not change with time. It is •?•
possible to define different types of stationarity. For example,
a signal can be stationary in its mean value but not in its th

variance; or a signal can be stationary in its variance but nota

in its mean values In general, if the first k moments of the pdf

of a signal are stationary, then the signal is said to be
stationary to the kth ordericl tt hda saeeb

The determination of whetheer a signal is stationary or note
may depend on the length of the time interval in which the signal

is observed. For example, if a signal consists of white noise

added to a low frequency sine wave, the signal will not be sta-

tionary over a time interval that is on the order of the period
of the sine waves However, for time intervals either much

shorter or much longer than the period of the sine wave, the"'•-"
signal will appear to be stationary.

Tests for determining whether a signal is stationary over n

the observed time interval are given in the next Section.

Special methods of analyzing non-stationary data are discussed
in Section 3.2 5t 2itra ta isnteo rof hpr
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3.2.1.11 Tests for Stationarity

Two successive sample records x and x of the same signal

can be tested for stationarity as follows.

1. Compute the sample means 3F, xF and the sample
1 2

variances S2, S2.
1 2

2. Compute the value F s2 s 2 or F s 2 /s 2 , whichever
1 2 2 1

is larger.

3. Compare the value F to one of Fisher's F
distributions shown in Figure 3-10 where v, = N -1;

V= N -1; N and N are the respective sample
2 2 1 2-

sizes.

4. If F > F•iv2 for a given confidence level, then a

significant difference exists in the variances and

the signal has been determined to be non-stationary

in its variance with that confidence level.

5. If F < F•V ,• then compute

T = _ _ _ _ _[•-[-'••

1  N (3-37)St€ N I N'-2" • .

where

(N l)s2 + (N -l)s2
1 2 2

= (3-38)St=
N + N -2

1 2
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6. Compare the value of T with one of the Student's

T• distributions shown in Figure 3-8 where

v = N + N2 - 2.

7. If T > TV for a given confidence level then a

significant difference exists in the mean and the

signal has been determined to be non-stationary

in its mean with that level of confidence.

8. If T < TV and F < FV1,, 2 the signal can be assumed

to be stationary over the duration of the two sample

records. The level of significance of such a test is

(100% - percent confidence level).

3..29.. - -
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3.2.2 Autocorrelation Function

In this section we present a direct method of estimating

the autocorrelation function (acf) of a single time series (or %

signal). The acf is a measure of the relationship between the

values of a signal at two different times, t and t 2 . This

relationship is measured by the average of the product of the two

signal values, x(t 1 ) and x(t 2 ).

If the signal is stationary the acf will depend only on the

time difference (t 2 -t ), and not on the absolute times t and t 2 .

In this case the acf can be averaged over time within one sample

record. If the signal is non-stationary, the acf may also depend

on the absolute time. In this case time averaging is not

possible. For repetitive, non-stationary signals the acf can

- be averaged over an ensemble of sample records which have been

-. obtained during the same time interval relative to some repeated

characteristic in the repeated signal. Accurate synchronization

of the sample records is important.

The time averaged acf of a signal x(t) can be estimated by

the sample acf, denoted Rx, of a set of N values xn sampled

periodically with a time interval t as follows:

N-mi
(M < n9)

. -n=l - z'

This direct method of estimating the acf is generally used only

for small values of m, because it requires a large number of

computations. When m is large a more general procedure can be

-• used which is based on the relationship of the acf to the

" " frequency spectrum of a signal. This procedure is outlined in

Section 3. 2. 3.2.
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The following are some general properties of the acf.

1. For stationary signals the acf for a positive time

delay is equal to that for a negative time delay.

R x(m-) = Rx (-miT (3-40)

2. The acf at zero time delay is equal to the mean

square value of the signal.

Rx (0) =x2 (3-41) -

3. The acf at zero time delay is greater or equal in

magnitude to the acf at any time delay.

R (0) > R (mT)I (3-42)
x

4. For non-periodic signals the limit of the acf for

large time delays is the square of the mean value.

lim [Rx(mT)] = (x) 2  (3-43)

Figure 3-11 presents the acf of some typical signals. The

acf of a periodic signal is also periodic. The acf of Gaussian

(white) noise with zero mean value is non-zero only at m = 0

(meaning there is no relationship between signal values at dif- --

ferent times). However, for band limited white noise, the acf

is non-zero over a time period which is approximately equal to"-

the inverse of the frequency bandwidth.

When the acf is to be evaluated for a signal having a non-

zero mean, it is computationally desirable to remove the mean

value first before evaluating Equation (3-39). The resulting

quantity is called the autocovariance function (acvf), denoted

by Cx, which is defined by:
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1 N -m - ..- •.

(m)= N-n (x~ - x) (x - x) ; m < N (3-44)

The acf and acvf are related by: _

Rx (mt) = C (nmt) + (x) 2  (3-45) .'-,.:...

The acf is often represented by the normalized correlation

function p which is defined by:

C (mt) •'S(m ) (Mx

xx C (0) (3-46)

The magnitude of the normalized correlation function is

independent of the mean value and variance of the data and is a

direct measure of the correlation of the signal over a time

interval. It follows from Equation (3-42) that

x (0) = 1 (3-47) --

1P (mT)l < 1. (3-48)

3.2.2.1 Statistical Errors in the ACF Estimate

Equation (3-39) is an unbiased estimate of the acf in that

the expected value of the computation is equal to the true value

of the acf [3-4]. The difference between the expected value and :.,.-

the true value of a measure is called the bias error, B.

Therefore, v .
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B[R (mT)] = 0 (3-49)
x P.'J -

The variance of the acf estimate around the expected value

is often called the random error, V. The variance in the acf

computation is difficult to evaluate in general because it -N.
depends on the specific form of the true acf [3-4]: -,'.

1 N-mr
V-R (m) ( [(N-m- il) (R 2 (iT)

(N-m)2 i=-N+m-
(3-50)

+ R ([m+i]T) R ([m-i]r))] ; m > 0
x x

The values of the acf on the right hand side of Equation (3-50)

should be those of the true acf for the equation to be theoreti-

cally correct. However, the variance can be estimated by using

the computed acf.

Equation (3-50) indicates that as m + N the variance becomes -

very large. This has led some statisticians to suggest a modi-

fied estimate of the acf given by:

Rb ( 1 N-mr
b x1R =Mr E x xn~ ~ (3-51) -•.[ [-,

R n=l n nr(

This is a biased estimate of the acf since

bmB[R (mt)] = (-) R (MT) (3-52)
x N x
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However, the variance of the estimate is reduced in value to the

form of:

N-m

b Nr
V[R (mT)] - [(N-m-li) (R 2 (it)

X (N) 2  i=-N+m x

(3-53)

+ R ([m+i]T) R ([m-i]t))] ; m > 0
x x

The overall statistical error of the biased and unbiased

estimates of the acf can be compared using the mean square error

(mse) which is the sum of the variance and the squared bias error [:'':

mse V + B2  (3-54)

In order to evaluate the mse of the acf estimate it is

necessary to assume a form of the true acf. A convenient form to

assume is a decaying exponent of the form Ae-am/N (m > 0) where a

determines the rate of decay as m increases. This form of the

acf is also useful for estimating an upper bound on the error of

an acf estimate where a and A are chosen such that

Rx(mT) < Ae-m/N ; m > 0 (3-55)

Using ttis form of the acf Reference [3-4] derives expres-

sions for the mse of the biased and unbiased acf estimates as

follows:

mse[R x(mnt)] A2  N + e -2am/N + 2am'i-9.- - . - .

bA 2  -2am/-mN +22m•

roset[R (mn)] M [ i + ei
x (3-56)

A ) e-2am/N
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The values of these mse's are plotted in Figure 3-12a for a = 4.

The mse of the biased estimate of the acf is considerably smaller •

for all values of m > 0.

This result suggests that the biased acf estimate using

Equation (3-51) is to be preferred. This assumes that all of the

sampled signal values are available at the same time when the acf

is computed. However, there are cases when the number of data

samples is larger than that which can be stored at one time (this

is especially true when the processing is done in real time).

When the data storage size is the limiting factor, then the acf .

can be computed by dividing the total number of samples into M

records of length N each, and averaging the ensemble of acf's

computed from the individual records. The mse expression for the

averaged acf, denoted by Rx(mM), are given by:
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of Autocorrelation Function Estimate..

3-38



-. (R - -a- r- --- + e.- + --. -

16.

i. .

4. .'. %"%-.

A2  -2am/N 2a

mse(Rx~m•)] + eL"( )1 I+ ]P•l

mse[R (Mr)T - [1 + e +

(3-57)

+ A2 (E)2e-2am/N m 0

By averaging over M records, the variances of the acf

estimates are reduced but the bias is not. The values of the

rmse's for a = 4 and M = 32 are plotted in Figure 3-12b. Here

it is seen that the unbiased acf estimate is preferred.

This is an illustration of a more general principle that can

be followed in selecting the best statistical estimator. If it

is possible to perform ensemble averages over a number of indi-

vidual time records, then an unbiased estimator should be used to

compute the desired parameter. However, when only a single time

record is available, the unbiased estimator may not be the one

which has the smallest mean square error. Unfortunately, at this

time, there is no method available for deriving the best acf

estimator which minimizes the mean square error using a single

data record.
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3.2.3 Power Spectral Density Function

In this section we present two methods of calculating the .

power spectral density function (psd) for a set of periodically

sampled values xn obtained from a continuous signal x(t). The ,. . .

psd is a measure of the frequency distribution of the mean square

value of the signal. The psd Gx(f) for a continuous signal can

be defined in terms of analog filtering as the mean-square output

of a narrow band filter divided by the bandwidth of the filter in

the limit as the bandwidth goes to zero [3-5]:

G (f) = (rn x2 (t'f,6f) (3-58)
X xf 6f -

* where x(t,f,Sf) is the output of a bandpass filter of width 6f

- centered at frequency f (cycles per second, or Hertz).

There are two approaches to calculating the psd. The first,

which will be called the direct method, involves the computation

of the Fourier Transform of the sampled data, from which the psd

is estimated. In general, this approach attempts to minimize the "-- -,

number of necessary computations and is typically used in digital

signal processing equipment which does spectral analysis in "real

time," that is, the data are processed while they are received ..-

without the need of temporary bulk storage of the data. The . -

speed of computation is achieved at the expense of introducing

some statistical errors. Therefore, the direct method is more

applicable to stationary signals of sufficient duration to allow

for averaging over a large number of sample records. "-:

The second approach to calculating the psd, which will be

called the indirect method, is based on the relationship of the

psd to the autocorrelation function (acf). This approach

involves a preliminary calculation of the acf from which the psd

is computed. Although this requires some additional computation

3-40Iv



relative to the direct method, the statistical properties of the

indirect method are better understood from a theoretical point of

view. Therefore, the indirect method is more applicable to

signals of limited duration from which it is desired to obtain

the psd with the minimum statistical error. u'--

3.2.3.1 Direct Method

The direct method of calculating the psd of a finite

number of sample values xn is based on the principles of Fourier

Transforms (FT) of periodic signals. A signal with period T

(seconds) can be constructed from the sum of a set of sinusoidal

signals at evenly spaced frequency intervals Af = l/T. The

number of sinusoidal signals required depends on the maximum ,

frequency content of the periodic signal. A digital represen-

tation of the periodic signal is obtained by sampling it N times

at intervals T (seconds), such that T = NT. It is assumed that

proper conditioning of the signal has been done so that the

maximum frequency content fmax is less than one half the sample

rate SR (see Section 3.1.1.1):

fma < 1SR 1 N (3-59)max

NTherefore, the signal has at most ( 1- 1) frequency components.

In this case the sampled values xn can be constructed by the .. -

following series:

K 2k K 2ikn
x= x + E A kCOS- ) + E Bksin( (3-60)n k=l k N1 k=l k UN
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where 1,

x E° x the mean value,
Nn
nl

2 N2Trrk
A S(
Ak Nn=1 o( ~

2) .-7)"

B k 2 xns n~.2~n (3-61)
n~l

The Discrete T7ourier Transform (DFT) of the sample values x

is defined at frequency fk =k/T by the complex function,

XT(f) T .~(Ak jB); k =1, 2, .2-1 (3-62)

X T () =Tx

where j=V-l. The psd S3xfk) is given by

Gw(f) 2 Tk ( k 0, 1, -i,-(3-63)
x k T k~)

Outside the time interval [0,T] the series in Equation

(3-60) will repeat in value with period T. If x(t) is periodic

with period T, the psd in Equation (3-63) will be exact.

However, if x(t) is not periodic (which is generally the case),

*Equation (3-63) can still be used to estimate the psd of the

signal in the time interval [0,T]. This estimate can then be

hveraged over an ensemble of sample records to improve the

statistical accuracy of the estimate.
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Figure 3-13 presents the psd of some typical signals. The

psd of a periodic signal is a line spectrum consisting only of

those frequencies which are integer multiples of the inverse of

the signal period. The psd of Gaussian (white) noise is flat

with equal value at all frequencies. However, for band limited

white noise, the psd has the shape of the transfer function of

the band limiting filter.

The direct method of calculating the psd has become useful

in practice because of the development of a computationally

efficient algorithm for evaluating the DFT, called the Fast

Fourier Transform (FFT), which significantly reduces the required

computation time. The implementation of this method is outlined

in the following paragraphs.
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FAST FOURIER TRANSFORM: The evaluation of the Fourier

Transform of a signal by the procedure indicated in Equation ...

(3-60) is not frequently used in practice because it requires

approximately N2 mathematical operations. However, a more

efficient procedure of evaluating the FT is presented in a paper

by Cooley and Tukey [3-8] which has become known as the Fast

Fourier Transform (FFT). The direct evaluation of the psd using

the FFT was first proposed by Welch [3-91. The purpose of these

paragraphs is not to derive this procedure in detail, but to

indicate the manner in which it can be used to compute the psd.

More detailed information on the FFT and related procedures can

be found in References [3-4, 3-5, 3-8, 3-9]. ..

The FT of a sample record can be efficiently evaluated if *

the number of samples N is a power of 2; that is,

N = 2P. (3-64)

This is because the FT of a set of N numbers can be evaluated by
dividing the data in half, computing the FT of each half, and

- .• .- ,o

summing the results in a particular manner. This will require :* ..-

only N2 /2 mathematical operations. However, if N = 2P this =

subdivision of the data can be repeated p times until the data is

divided into N/2 pairs. Then the FT of each pair requiring 4

operations each can be evaluated for the N/2 pairs. By repeating

thls process for each of the p divisions, the FT of the complete

data set can be evaluated with approximately 2Np operations.

Therefore, a considerable time saving is achieved if N is large.

The format in which many FFT computer routines are written

uses a complex array Zn; n = 1, 2, ... , N; to store the data.

The sampled values xn are stored in the array for input to the

FFT in the format: .\ ,*

zn = xn + jO ; n = 1, 2, ... , N. (3-65)
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After the FFT operates on the input data the FT XT(fK) is stored

for output in the format:

k XT f ; k = 2, 3, ... (3-66)

with Z= Nx + jO,

N
ZN = E (-I)n X n,

-+1 n=l

i (f kN "+'"
k -- X T fN-k+l) ; k +2, ... , N. (3-67)

where X* refers to the complex conjugate (sign of imaginary part

• "reversed).

This format is used because it is convenient for the simul-

taneous computation with two signals which is discussed in

Section 3.3.3. Other FFT formats do exist, such as one in which

the FT is also scaled by N, or one in which the sign of the

imaginary part is reversed, and therefore caution must be used

when first implementing an analysis program which uses an FFT to -'

insure that the proper calibration has been made (discussed later

in this section).

Assuming the data are in the format of Equation (3-65)

the psd Gx(fk) at frequency fk = k/T can then be computed by

22 ; k = 1, 2, (3-68)
Gx(fk) = --i Zk+l ' ') (3-6) .....-

x k - -.1

and

G (0) 2 (Z )2 (3-69)x N 1
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DATA PREPARATION: Before using the FFT for the computation

of the psd of a sample record, some considerations must be made

concerning the preparation of the data in order to minimize the

errors of the computation. Section 3.1.1.1 considers the effects

of aliasing on the frequency estimation of a signal sampled at

time interval r if the maximum frequency content fmax is not -.-.

limited by fmax < 1/2T• It is assumed here that this condition

has been met.

An additional source of error is introduced by the use of a

finite duration sample record of length T in the FFT computation.

As mentioned above, the FFT is based on the series representation

of a periodic signal with period T. Whether or not the signal

being analyzed is periodic, the FFT computes the spectrum of a
signal which consists of the periodic sequence of the sample

record. In general there is a discontinuity at the end of one

" sequence and the beginning of the next sequence. This dis-

continuity has the effect of adding noise to the psd since it

represents a very high frequency component which is aliased

throughout the frequency range of the psd. -

Another way of looking at this phenomenon is to consider the

sampled record as the product of the continuous signal x(t) and a

sampling "window" wT(t) defined by:

wT(t < 0) = 0,

wT(0 < t < T) = 1,

WT(t> T) 0. (3-70)
wT -o

The FT of the window is the effective filter shape of each fre-

quency calculation in the FFT. The filter shape obtained using

the window wT(t) is shown in Figure 3-14. It is obvious that
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this is not a satisfactory window since the relatively large

amplitudes of the side lobes result in the contamination of the

computed psd.

In order to overcome this problem, the sample record can be

multiplied by a smoother window function. Several commonly used

window functions are also shown in Figure 3-14, along with their

associated filter shapes [3-18]. The mean square value w2  for

each window function is the average amount the psd amplitude is

reduced by the use of the window. Therefore, the computed psd

must be multiplied by the inverse of this value in order to

maintain proper scaling of the results.

Before applying a smoothed window to the sample record, it -

is necessary to remove any significant signal content below the

frequency f, = l/T. In particular, a large mean value or slope

in the data can affect the low frequency end of the FFT.

Examples of this are shown in Figure 3-15. If possible these low

frequency components in the signal should be removed by high pass

o filtering the analog signal before it is sampled. This filtering

can be done in conjunction with the anti-aliasing filtering. In

"* this case it is also necessary to be sure that the A/D converter

does not introduce a dc bias in the signal amplitude (that is,

the signal ground is converted to the number zero).

The low frequency content of the signal can also be removed

digitally, although this increases the computation time of the

psd. Several methods of doing this are suggested in the liter-

ature, such as linear regression analysis [3-5] as discussed

in Section 3.3.1.5, and digital filtering 13-3] as discussed in

Section 3.2.4. However, in keeping with the intent of this

section, which is to keep the required computation time to a

minimum, the following procedure for removing the mean value and

average slope of a sample record is recommended:

3-49
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1. Divide the sample record in four segments of ** /

equal length and compute the mean value of each

quarter record; xl, x 2 , x 3 , x 4 .

2. Compute the coefficients of a best-fit straight

line through these mean values represented by

Yn = an + b ; n = 1, 2, ... , N (3-71)

where

44-4

a x . "i]'

b xi a. (3-72)

3. Generate a new sample record Zn by subtracting.

the value of this line from each sample value:

°*.-

Zn a - b n 1, 2, N. (3-73) . .
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3. 2. 3.2 Indirect Method

The indirect method of computing the psd is based on its

relationship to the autocorrelation function (acf). The psd

Gx(fk) and the acf Rx(mr) are related by the Fourier series:

M k
G (f )=2t R (0) + 4T E R (mit) cos (2I.n) km.
x k x m= N

1 G()+1 KkmR x(MuT) 77 T X~0 T-T E G x(f k cos ( 2 1T- (3-74)
Ntk=lxk

*where N is the number of data values sampled with period -r,

fk =k/NT, and the summation limits are M N-1and K 2 1
The acf can be evaluated by one of two methods. The first

is the direct summation method outlined in Section 3.2.2,

Equa tion (3-39) . This method is computationally slow because it

*requires approximately 2M11 operations. The second method is to

use the EFT to compute the acf as follows:
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1 Extend the sample record to a length of 2N values

by adding N zeroes to the end of the sampled data.

Do not window the data.

2. Compute the sample psd with a 2N point FFT giving=1 .
a frequency interval Af

3. Average the sample psd over ensembles of sample

records.

4. Compute the acf with a 2N point inverse FFT of

the average psd giving correlation time delays

from -NT to (N-l)-r.

This acf will not, in general, go to zero at t = (N-l)T so

. that a window function must be applied to it in order to compute

"an accurate psd of the signal. The same choice of window func-

tions exist as shown in Figure 3-14 for sample windows, except

that the window function must be centered at t = 0. A window of

length T = NT will then compress the acf to time delays from
-IT to ( - 1)T. The psd can then be computed with a N point

FT of the windowed acf, giving a frequency interval Af - 1

The windowing of the acf is essentially a smoothing opera-

tion on the psd. If the Hanning window is used on the acf, a

simple smoothing process can be done directly on the sample psd

to achieve the same result with fewer calculations. If a sample

psd is computed from a 2N point FFT then the first N points

represent the sample psd values GK Gx(rT1 ); k = 1, 2, ... N.

A smoothed psd, denoted by G can be computed from these psdx
values by
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Gx = G + *7 G2 '" + G-

G (0) G ~

f = k/T ; k = 1, 2, ... , N- 1 (3-75)

3.2.3.3 Calibration and Units of the PSD

If a signal has a unit of measure U, then the psd has the
units U2 /Hz (Hz = cycles/sec) since it is a measure of the

signal power per unit of frequency. This differs from the mean-

square output of a filter of bandwidth 6f which is given by the

product of the average psd and the bandwidth of the filter

according to Equation (3-58).

A convenient method of calibrating the psd computed from an
• .' -N . ." "

FFT of the sampled signal is to use a white noise voltage signal J

of known bandwidth and known mean square value. This can be done

by analog filtering the signal from a white noise generator with

a low pass filter having a roll-off rate of at least 24 dB/octave

above the upper cutoff frequency fu. The mean square value x 2

can be either measured with an analog rms meter or computed from

the sampled data using Equation (3-18). (Better results are

obtained if the mean value is first taken out of the data.) The

psd is then approximately

Gx(f) f < fu (3-76)
uu

The computed psd can be calibrated to this value with units

of (volts) 2 /Hz. The units of the psd of a measured signal can be

obtained by multiplying the computed psd by the square of the

sensitivity of the instrumentation system in (units/volt).
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It is a good idea to repeat the calibration test for

different sample rates, frequency ranges, and sample record

lengths to be sure that the analysis system is properly scaled by

those parameters. The value of the psd should not change when

the sample rate, frequency range, or record length is changed as

long as the input signal is properly low pass filtered to prevent

aliasing.

3.2.3.4 Statistical Errors in the PSD Estimate

The computation of the sample psd from the FFT of a digi-

tally sampled signal involves the summation of squared quantities

in the form of Equation (3-63). In most cases the FT coeffi-

cients can be considered to be random variables with a Normal "

distribution [3-4]. It can then be shown that the variable

[Gx(fk)/Uta] has a Chi-squared distribution X2 with two degrees
x k x.2

of freedom, where 02 is the variance of the signal and T is thex
sample interval. The characteristics of the X2 distribution can

then be used to determine the statistical errors in the psd

estimation for both the direct and indirect methods.

For a white noise signal, the FFT will give an unbiased

estimate of the psd. However, if the signal is not white noise

(that is the spectrum is not flat) the psd will have a bias which

is of the form [3-4, 3-5]

f[ Gf (fk.
Bx (f b = 24 (3-77)

where f is the effective filter bandwidtn of the FFT (related to

the time window used) and Gx is the second derivative of the psd
with respect to frequency (proportional to the curvature of the

spectrum). This bias error results from the fact that the psd

estimate at a particular frequency is an average of the true psd

3- 5 5 
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over the filter bandwidth. Values of fb are given in Figure 3-14 ___

for typical time window functions. The value of G can be V

approximated from the sample psd by

GG x(k-i) - 2G (f + G (.
G (f X xxkl (3-78)

(l/T) 2

where T is the length of the sample record in seconds. The bias

error is the largest near peaks and dips in the spectrum.

The variance of the psd derived from the FFT is given by

[3-41:

V[Gx = Gx(fk (3-79)

This result indicates that the record length of data sample does

not affect the variance. Therefore the variance of the psd

cannot be reduced by increasing the number of samples N used in

the FFT. This is in contrast to the evaluation of the acf where

increasing N reduces the variance. When the record length of the .-

psd estimation is increased the reduction in variance that would

be achieved from the increased number of samples used is counter-

acted by the increase in variance resulting from the narrower

filter bandwidth of the FFT.

This indicates two methods of reducing the variance of the

psd estimate. One method is to average the psd computed for M

ensembles of data samples, thereby increasing the effective

record length without reducing the bandwidth of the FFT. The

second method is to average the psd values at K adjacent

frequency points, thereby increasing the effective bandwidth of

FFT without reducing the record length.

The variance of an averaged psd estimate, denoted

by G (fk) , is given by:
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G 2 ( f k ). - " .

VK (3-80)

where M is the number of ensemble averages and K is the number of

averages at adjacent frequencies [3-5].

Additional reductions in the variance of the psd estimate

using the indirect method are obtained from windowing the acf.

The window function increases the effective filter bandwidth of

the FFT, thereby reducing the variance by a factor equal to the

mean square value of the window function, w2 [3-41:

- G2 (f ) (
V[x(fk)] = w2  X (3-81)

INDIRECT MK

Values of ; 2 for typical window functions are given in Figure

3-14.

In the direct method of estimating the psd the time signal

is windowed, which also increases the effective filter bandwidth.

However, the effective record length of the sample is reduced by

the factor w7 as a result of the windowing and the net result is

that the variance is unchanged.

A comparison of the mean square errors (defined by mse =

V + B2 ) for the direct and indirect methods of computing the

averaged sample psd is as follows:

DIRECT

- G2(f ) kG (f
mse G(fk) 2  + f 2  2 (3-82)

MK k MK b 2 .-..4-...

INDIRECT MK-Lb'24
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3.2.4 Digital Filtering

In this section we present several methods of digital
filtering. In general, filtering is the process of transforming .A--

a signal x(t) to obtain a new signal y(t). The filtering process

can be characterized in the frequency domain by the transfer

function H(f) defined by

-Y(f)

H(f) = (3-83)

where X(f) and Y(f) are the Fourier Transforms of x(t) and y(t), -.

respectively.

For a set of values xn; n 1, 2, ... , N; sampled

periodically with time interval r, the digital filtering process

can be described in general as the generation of a new set of

values ,n by a summation of the previous values of xn and Yn:

L M
= a Y + E bx n-i (3-84)£=i ~m=-M mi•[•2[

The filter transfer function is then given by:

m M" bm e-j 271fmT .. . . .

H(f) = LM b f < f (3-85)
1- 7. a e~j 2lTfX 2-

S= 1 "-£i ~

where the form ejO is the exponential notation for the complex

number defined by

eJ6 = cos8 + j sine. (3-86)

In principle, the values of a£ and bm can be determined by
choosing M + L - 1 values of the desired H(f) and solving the set

of simultaneous equations of the form of Equation (3-85). This is
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usually not done directly in practice because of the difficulty in

solving the set of equations and because there is no way to con- ' "
trol the value of the transfer function between the chosen values. -,..',-.

There is a large variety of alternative methods which

are presented in the literature for obtaining the parameters of

digital filters [3-3, 3-10, 3-11, 3-12, 3-13, 3-14]. It is not - -.-

the purpose here to present detailed descriptions of these

methods. However, the parameters of some of the more generally

applicable filters will be presented and the reader is referred

to other references to obtain more detailed information.

The various types of digital filters can be grouped into two

classifications based on the form of Equation (3-84). When the

output Yn of the filter depends only on previous values of the

input xn (a, = 0 for all X) the filter is said to be nonrecursive

and has a finite impulse response (FIR). In this case the

impulse response is the set of values bm which is the output of

the filter when the input is a unit impulse (xI = 1 and Xn = 0

for all n > 1).

When the filter output Yn also depends on the previous

values of Yn (at # 0 for some X) the filter is said to be

recursive and usually has an infinite impulse response (IIR).

The two types of filters have different advantages.

Recursive filters can be used to approximate different types of

analog filters with a relatively small number of parameters at.

and bm. Nonrecursive filters can be used to obtain filter

characteristics which cannot be achieved with analog filtering.

In particular, they can be designed so as not to introduce any

"phase shifts. Nonrecursive filters generally require a much

larger number of parameters bm than do recursive filters.

However, nonrecursive filters can be implemented with the use

of the FFT in order to shorten the required computation time.

The following paragraphs present some generally useful ...

procedures for implementing various types of digital filters.

3-9 -
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3.2.4.1 Nonrecursive Filters NOW

A nonrecursive digital filter uses the form of Equation

(3-84) with the values of a£ = 0. Then:

Yn= bnm x, . (3-87)m= -M m n-rn'i-

The values bm are then the finite impulse response of the filter.

If the filter is symmetrical around m = 0 such that b.m = bm, the

filter induces no phase shift on the signal. This type of filter

is non-causal since the output values Yn depend on input values

xn which come at a later time. However, this is not a problem if

the input values are stored in a data record. A symmetric filter

can be made causal by retarding each coefficient M positions

resulting in a constant time delay of MT and a linear phase shift

of (27rfMT) radians.

LOWPASS FILTER: One type of a lowpass digital filter is

obtained by approximating a perfectly rectangular lowpass filter

HLP(f) shown in Figure 3-16a, where fu is the upper cutoff

frequency. The impulse response of this filter is given by:

f sin(2wf mi)

hLp(m) = 2 u cos(2•fmr)df itm u (3-88)
0

where hLp(0) = 2fu T.

This impulse response is infinitely long. However, the

filter can be approximated by a finite impulse response if

Equation (3-88) is truncated with a window function similar to

those shown in Figure 3-14. As an example, consider the use of

the Hanning window defined by:
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. . .. • . . ... . % - . . . - . - . • . . • - . • • . . - . .

•." . .•.. . . .. . . .. . . . . . . -•~~~~~~~~~~~~~~.-.-.- -....-• .,-<...._•..... .. _ •....... -- ,-:. - .-... •....o......- ,.,.,...'.°......-.,,



.) HLPf LOWPASS

LP~ff

fU

Ib.) HHP~f) HIGHPASS

01

1c.) H8 p(f) BANDPASS

f f FREQUENCY

Figure 3-16. Rectangular Filter Shapes
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wm 2 o M+l !<M
-* (3-89)

0rif > M 2..

N ~%
Then the nonrecursive lowpass filter coefficients are given

by:

bo 2f UT

(3-90)

b =b =wh 1 (1 + Cos tm sin(2lrfm M ; Imi < M
-m m m 7Tm_1  M+l u

The larger the value of M, the sharper will be the cutoff of the

*~ filter.

HIGHPASS FILTER: A nonrecursive, highpass digital filter

* which approximates the perfectly rectangular highpass filter
HHPf with a lower cutoff frequency f. hw nFiue31b

can be obtained by noting that: -

HlHp(f) =1-HLPif) (3-91) .. '.

* when f~ f u The impulse response of this filter is then given

by:

hHP(m-T) 2T f2  (1 H HL(f)) cos(21TfMTr)df

=6(mTr) h hH(MnT (3-92)*

where 6(MT) 1 for m =0

-0 for m #0. (3-93) 4 'C
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This indicates that the highpass filter can be obtained

directly from the corresponding lowpass filter coefficients.

Using the coefficients in Equation (3-90) , the nonrecursive

highpass filter coefficients are given by:

bo 1 -2fxT

b =b = (1 + Cos '')sin( 2if MTr) ; Imi < M (3-94)
-M in 2xi M 1£

BANOPASS FILTER: A nonrecursive, bandpass digital filter

which approximates the perfectly rectangular bandpass filter

HBP(f) with a lower cutoff frequency f£ and an upper cutoff

frequency fur shown in Figure 3-16c, can be obtained from the

impulse response:

f
h BP (m-r) 2 T u cos(Jnfmru)df

=!.(sin(21Tf mT) -sin(2rf mtr)3 (3-95)

* where hBP(0) =2T(fu -X

*Using the same Hanning window as before on the impulse

response results in a nonrecursive bandpass filter with

coefficients given by:

=o 
2 T (fU f

(3-96).

b b= 2L(l +cos ff)(sin(21rf MT)-sin(27rf MiT)) in ~ M

More information on these and many' other types of nonrecur-

sive filters can be found in References [3-3, 3-10, 3-11, 3-121.
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3.2.4.2 Recursive Filters

A recursive digital filter uses the form of Equation (3-84)

with some values of at , 0. Usually these types of filters are

made causal by setting bm = 0 for m < 0. Then: -,. ,'-

L M
E a ay 1  E b bx~ ~ (3-97)
Z=i m=0

In this form a recursive filter can be made to approximate the

transfer function of an analog filter. The general approach used

to approximate an analog filter by a digital recursion relation-

ship in the form of Equation (3-97) is first to represent the

filter transfer function in the form of Equation (3-85) and then-I

to match one-to-one the coefficients of each term with the

appropriate at and bm terms.

LOWPASS FILTER: One of the most common types of analog

lowpass filters is the Butterworth filter with the transfer

function given by:

(f)12
1H _fl 2K (3-98)i+ (f-u) R

where fu is the upper cutoff frequency and K is the order of the

filter. This filter has an attenuation of 3 dB at f = fu and

rolls off at a rate of 6 K dB/octave above this frequency.

One method of approximating this filter (called the bilinear

transformation) represents the filter transfer function by the

product of a set of transfer functions in the form (for K even):

K/2
HLp(f) [ Hk(f) (3-99)

k=1
3-6'-' .'-
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where -~

S 2(l + 2z +- Z2 ) *

H (f (S 2.. CS+2. ~ (S 2 2S + 1) Z2
k (SC ku+ 1) + 2z 2 ku +2

Su = tan(i~f uT)

C k =Cos( 7T -. + Tk 1)

z e -j 21TfT (3-100)

This filter can then be implemented by a sequence of -

* recursive filters in the form of Equation (3-97) with M =L =2

* and coefficients of each given by:

b = _ _ _ _

0,k S 2 -2C S +1I..
k u

bl,k 0 2 bk

b 2 ,k b bO,k

2(l S 2

1, k 2-2C S + 1
u k u

S 2 + 2C S + 1
u k u

a2,k = (Sz 2 2C S + (3-01
u k u

* When K is odd the transfer function can be represented by:

K-1
2.5. -

H (f) H H(f) InH f (3-102)
LP k=l
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where
H0(f) (S +S~ (1 + z)

H) M (S (3-103)

-. .U~ f

andethe lSuu + z

1S u
1 H0(3-104)

HIGHPASS FILTER: A recursive, highpass digital filter can

be obtained by transforming an appropriate lowpass filter of she

same type. The transformation can be made most easily if tl,.3

lowpass cutoff frequency fu is related to the highpass cutoff

frequency f by:

f + f (3-105)u- .

Then by changing z to -z in the lowpass filter transfer function

beit is transformed into a highpass filter.

A Butterworth highpass filter of the form:

fHuf)•2 = 1- (3-106)HP £ 2

can be approximated as a digital filter by transforming Equation

3100) and (for K odd) Equation (3-103). This filter can then be
K W

implemented by a sequence of Irecursive filters in the form of
Equation (3-97) with M L 2 and coefficients of each given by:
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S 2

b =2

0,k S 2 -2C S + 1

b -2b

bIk =
2 o~k - -

b =b
2 ,k 0,k

2(S 2-1

l,k S 2 - 2CS +1I

S 2 + 2C S52 + 1 -

a 2, -(S z2 -2C k + 1)(3-107)
,X 2 k k

where St tan(Z -f ir2 ) =COt(rf 2 -C)

1 2k-i1318

C =COSI~( 2  -2x+ -3-108

When K is odd an additional filter is required with M =L=1

and coefficients given by: : ~-

b s+

b -b0

S -

a1 =S
. + (3-109)
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BANDPASS FILTER: A recursive, bandpass digital filter can

also be obtained by transforming an appropriate lowpass filter P.

of the same type. However, if the bandpass filter can be repre-

sented as a product of a lowpass and a highpass filter, then the

sequential implementation of a set of filters (half lowpass and

half highpass) can be used to obtain the desired results.

More information on these and many other types of recursive

filters can be found in References [3-3, 3-10, 3-13, 3-14].

3.2.4. 3 Integration OF

An integrator is a filter with a transfer function given by:

H(f) = 1 (3-110)

One difficulty in implementing an integrator is that the transfer

function goes to infinity at f = 0. This means that low fre-

quency components of a signal are greatly amplified by the

integration. Therefore, in practice an integrator must have a

low frequency limit, below which the transfer function diverges

from a true integrator.

One type of integrator can be obtained from a first order

Butterworth lowpass filter with a transfer function:

'H(f)" 2 -(2f)
2  (3-111)

1 + (_) 2 c
f
c

where f <1<

This filter will behave like an integrator for frequencies

S>> fc" This can be implemented using a recursive filter of the

form of Equation (3-97) with M = L = 1 and coefficients:
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b0 = 2 - .

T

b 1-t

1-nf T

a1 - +irft (3-112)
C

This filter has an impulse response that approximates the

function h m WO e .mT

An alternative method of integrating a signal is to perform

the operation in the frequency domain using the following

procedure:

1. Sample the signal N times with period T.

2. Compute the Fourier Transform of the signal using

an N point FFT (see Section 3. 2. 3. 1)

3. Multiply the output Zk of the FFT by the complex

transfer function of the integrator H(f) = (j2nf)-I

to obtain a new array Yk given by:

Y, Z.,.

Nt N
Yk = jT Zk ; k = 2, 3, .... ,

Ni
N-+1 •(N+=• Z+1

N N
Yk -- j Zk ; k = +2, ... , N (3-113)

4. Compute the inverse FFT of the array Yk to obtain

the integrated signal.
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This method is particularly useful if the desired quantity is the 1 1
power spectrum of the integrated signal, in which case the last

step is not needed. This method is also applicable to dual and

multiple signal analysis where the cross spectral density of two

signals can be multiplied by the integrator transfer function in

order to achieve an integration of one of the signals. As in the

case of all FFT operations, care must be taken to insure the

proper sign is used on the imaginary part of the complex arrays

in order to avoid phase shifts by factors of fT/2.

3.2.4.4 Differentiation

A differentiator is a filter with a transfer function given

by:
H(f) = j27Tf. (3-114)

Several methods are available for implementing a differentiator.

One method is to differentiate in the frequency domain as dis-

cussed above for integrators. In this case the same procedure is

used as for the integrator except that the transfer function is

inverted.

A second method is to develop a recursive filter which

approximates the transfer function of a differentiator. In

Reference [3-15], an optimal second order recursive differentia-

tor was developed in the form of Equation (3-97) with M = L = 2

and coefficients given by:

b0 = 1.15099674/T

b, = -0.37887796/T

b= -(b 0 + bI)

a, = -0.85938970/r

a2 = -0-10210106/t (3-115)
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More information on these and other types of recursive

differentiators can be found in Reference [3-15]. .

3.2.4.5 Interpolation

Interpolation is a form of digital filtering which changes

the sampling characteristics of digital data. If a signal x(t) A

is sampled N times with period T, then the value of the signal at -'

anytime t = nT + ts; 0 < n < N, 0 < ts < r; can be approximated .-

by:

n-N sin[-(mt-t )•
= x(nT + t T n (3-116)

m=n-l - mx-tT s

This formula can be used to change the effective sampling

rate of the signal or shift the data by the time ts to correct

for time delays due to multiplexing. NOTE: Before reducing the

effective sampling rate of a signal, the digital data must be

lowpass filtered to prevent aliasing.

The direct application of Equation (3-116) involves a large

number of multiplications in order to generate a complete set of

new data. Therefore, it is desirable to use an approximation to

Equation (3-116) for each particular application.

TI4E SHIFTS: In order to shift the sample time of a set

of digital data by a fraction of the sample period while not
changing the sample rate, an approximation to Equation (3-116)

can be made using a nonrecursive, lowpass filter of the form of

Equation (3-87) with the coefficients given by:

bm = 2T(mT - ts) (1 + CosM-l) sin(7rt /r); 0 < ts < T' (3-117)

Iml K M

where the larger the value of M, the more accurate is the

interpolation.
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SAMPLE RATE CHANGES: A change in the effective sample rate

can be most easily accomplished if the new sample period is given

by T' ET where K and L are integers. This can be implemented

conceptually by first increasing the sample rate by a factor of

L and then decreasing the sample rate by a factor of K (after

lowpass filtering). An efficient method of implementing this

interpolator is given in Reference [3-16] and is summarized below

with slight modifications:

1. Define a nonrecursive lowpass filter of length

M = QL where Q is a positive integer which has

an upper cutoff frequency defined by

f =min[L K" (3-118) •---

For example, using Equation (3-90) gives:

bo 2 fUT

Sb ( + cos ) sin(2ff mT) ; m < QL.

(3-119)

2. Compute a new set of data Yn from the original

set of data xn by the recursion relationship:

Yn= bmXi.q (3-120)
q=l

where i Int [(n-l)K + 2]

m = (q-l)L + k

k K- Int [-] " L

Z. = n - 1 - Int [----- • L (3-121)
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This will result in a change in the number of samples by a

factor of !. The larger the value of Q, the greater will be the

accuracy of the interpolation.

3.2.4.6 Statistical Errors in Digital Filtering ,.

One approach to evaluating the statistical error of a

digital filter is to compute the mean square variation of the

filter transfer function from that of an ideal filter. This can

be done by the following procedure.

1. Compute N values of the filter impulse response

by filtering the sequence consisting of the first

value equal to unity and the following N-I values

equal to zero. P.

2. Compute the FFT of the filter impulse response to

obtain the frequency transfer function denoted by

HN(fk); fk = k/N, k 0, 1, ... , N-1. -

3. Compute the mean square error (mse) of the filter

response HN(fK) from an ideal filter HI(fk) by-.,. . ,

N-11 ]2....-"o-.
mse = .E [HN(fk) _Hi(fk)] 2  (3-122)

k=0
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3.2.5 Special Analysis Considerations.

The digital data analysis procedures outlined in this

chapter are designed primarily for random, stationary data.

When the data contain significant periodic components or are non- S•
stationary over the analysis time period, special considerations •.-

* must be made in the analysis. These considerations are discussed

Sin the following sections.

3.2.5.1 Periodic Signals

Although the procedures using the Fourier Transform to

* obtain spectral information of a signal are based on the theory

- of periodic signals, the use of the FFT to analyze periodic sig-

nals can lead to erroneous results. This is because the period 1,•

of the signal will not in general be equal to that of the FFT.

The FFT period T (in seconds) is determined by the data sample

rate f. (in samples per second) and the number of samples N by

the relationship: S

TNT = '- ..
s

If the FFT period is not an integer multiple of the signal

period, then the frequency components of the signal will not cor-

respond to the set of FFT frequencies fk = k/T; k = 0, ,...

N-1. Even if the signal period is known, it is often difficult

to match the FFT period to it because of the constraints imposed

by the analysis system on the values of fs and N.

In addition, the fact that the signal is sampled for only

a finite time interval imposes an inherent constraint on the

accuracy with which the frequencies of the periodic signal can

be resolved. The uncertainty in frequency Af is in general

inversely proportional to T, which can be stated by:

AfT = constant. (3-123)

For FFT analysis this constant has a value of 1.
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One method to minimize the errors in using the FFT on
periodic data is based on the indirect method of computing the

power spectral density (see Section 3.2.3.2). The autocorrela- l

tion of a periodic signal will also be periodic. In general, the

finite length autocorrelation obtained from the indirect method -.- ,-?-.

will not contain an integer number of periods. However, if the

periodicity can be identified, the autocorrelation can be resam-

pled using an interpolation method (see Section 3.2.4.5) in order

to obtain an integer number of periods in the sample record.

This method can also be used for signals with a broad band

random component (such as noise) added to a periodic signal.

This is illustrated by the following procedure:

1. Obtain N samples of the signal with a sample record

which includes several signal periods and extend the .4
sample record with N zeroes. Do not apply any

smoothing window. -'- .'-.-

2. Compute the sample psd with a 2N point FFT and

average the psd over ensembles of sample records.

3. Compute the acf with a 2N point inverse FFT of the

average psd. Truncate the acf at k N/2 lag points.

...... . -.....

4. Identify the time lag Tp of the last local maximum in

the acf by interpolating between two adjacent maxima in

the acf sample points. The time T p then corresponds to

an integer number of periods in the signal.

5. Resample the acf using an interpolation method such that

N points cover the time interval I T p.

6. Compute the N point FFT of the resampled acf to obtain

the periodic components of the signal plus the psd of

the random component. 46
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3. 2.5.2 Non-stationary Signals

Non-stationary signals are characterized by variations in

their statistical measures as a function of time. Therefore, in

general, all statistical measures of non-stationary signals must ..-.. -

be identified by the particular time interval over which they are

obtained [3-4]. However, there are two types of non-stationary

signals for which some simplifications can be made. One type is

a signal which is non-stationary only in its mean and variance.

The second is a transient signal which has a nonzero value only

over a finite time interval.

NON-STATIONARY IN MEAN AND VARIANCE: Many non-stationary

signals x(t) arising from measurements of physical systems with

time varying conditions can be modeled by:

x(t) = A(t) y(t) + B(t) (3-124)

where y(t) is a stationary signal with zero mean and unity .

variance. A(t) and B(t) are non-stationary time functions with

slowly varying amplitudes (i.e., they have a maximum frequency

component much less than that of y(t)).

The first two moments of x(t) can then be approximated by:

E[x(t)] B(t) (3-125)

V[x(t)] A 2 (t) (3-126)

The functions A(t) and B(t) can be estimated from an average over 1E
a series of N samples xn = x(t + nT) sampled periodically with an

interval T as follows:

N/2
B(t) BT(t) = Z 7 x (3-127)

T N n
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A:' 1 ./ A - B (t)1 2  (3-128)
T N-I N n T " • -28

n =---+1i.,;•

2

where T = Nt is used as a subscript to denote the length of time

over which the average is taken. S.'..

The stationary signal y(t) can then be approximated by:

x -B (t) "'""
n T • " -y (3-129)

n n ATT (t -:-o,• .

T

This signal can be analyzed using the various methods discussed

* in this chapter for stationary signals. Average statistical

measures of y(t) can be obtained by averaging over multiple - -

sample records of x(t) where new values of BT(t) and A2 (t) are
T T

computed for each sample record. NOTE: The best estimates of

y(t) are obtained from sample records with a large variance.

If A2 (t) becomes very small, the background noise in x(t) will
T

contaminate the estimate of y(t). Therefore, it is best to set a

lower limit on the value of A2 (t) (such as 10 times the variance
T

of the background noise) and reject sample records with a smaller

variance than this.

The values of B and A2 obtained from successive sample
T T

records can also be used to analyze the functions B(t) and A(t),

especially if the sample records are spaced in time by a uniform

time interval. In this manner a fairly complete description of

the non-stationary signal x(t) can be obtained.

TRANSIENT SIGNALS: A transient signal is one which is non-

zero for only a finite length of time. Transient signals often

occur in systems that are excited by impulsive loads such as

mechanical impacts and explosions. Because of the limited dura- - ."

tion of the signal, time averages of statistical measures are of

little value. If the averaging time is longer than the duration
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of the signal then the average value will decrease as the

averaging time increases. Therefore, statistical measures of the

total contribution of transient signals are more appropriate than

time averages. Some examples are given in the following

-• paragraphs.

* Suppose that a transient signal x(t) has a value of zero

outside the time interval [0,T], and inside the time interval
9,--. ; T

"'" N samples xn are obtained with a sampling period T such that

Nt = T. The total energy Ex of the signal can be computed by:

N
EX TZX 2 . (3-130)n

= 1

The value of Ex is equal to the mean square value (Equation

(3-18)) multiplied by T.
The frequency spectrum of the transient signal x(t) can be

computed using the FFT in a manner similar to that for a

continuous signal (Section 3.2.3). However, it is more

appropriate in this case to define an energy spectral density "

given by:

EX(fk) = 21XT(fk) i ; k 0, 1, N1-. (3-131)

where XT is the Fourier Transform of x. The value of ex is equal

to the value of the power spectral density (Equation (3-63))

multiplied by T.

The statistical errors in estimating the energy spectral

density can be evaluated in a similar manner as for the power

spectral density which is outlined in Section 3.2.3.4. The .. -

statistical errors can be reduced by averaging adjacent frequency

points or by averaging over an ensemble of repeated transients,

"*" if possible. -
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3.3 DUAL TIME SERIES -. '•

In this section we present various methods of analyzing

the interrelationship of two signals sampled over the same time

period. As discussed in Section 3.1.1.2 it is not necessary that •

the two signals be sampled at exactly the same instants. There

may exist a small time delay between the sample times for the two

signals which remains fixed for all samples. This process is

called multiplexing and can be accounted for in the analysis

procedures.

3.3.1 Joint Statistical Measures

This section on joint statistical measures is an extension

of Section 3.2.1 which is limited to single channel analysis.

All of the methods in that section apply equally well to a

simultaneous application to two signals. However, there are

additional statistical measures that determine the interrela-

tionship of the two signals.

If the two signals have been sampled with multiplexing, the

time delay between channels must be removed by an by an

interpolation of one of the channels to obtain sample values at

exactly the same times before the computation methods are

discussed in Section 3.2.4.5. "

3.3.1.1 Joint Probability Density Function

The sample joint probability density function (pdf) of two

sets of N values xn and Yn is related to the number of value

pairs (xn, yn) that fall within various value intervals for both

-* xn and Yn" Suppose the range of xn values is divided into

intervals of width wx, centered at values Xi; i = 1, 2, ... , M;

"and the range of Yn values is divided into intervals of width wy,

centered at values Yj; j = 1, 2, ... , K. Then a two-dimensional .
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array Nij can be defined as the number of sample pairs (xn,yn) ;
n = 1, 2, ... , N; that lie in each combination of value intervals

w, and wy. The joint pdf, denoted by P(XiYj) is computed by:

N..

. P(Xi ,Y w I. (3-132)

The joint pdf is normalized in magnitude so that

M K1

A procedure for computing a joint pdf from a set of N value
pairs (xnyn) can be obtained by an extension of Table 3-1.

The accuracy of the joint pdf will depend on the choices

of w and wy for a given number N samples. As shown in Section . -:,-

3.2.1.4, good estimates for the choices of the value intervals

are:

20s
wx

20 s
w y (3-134)

where sx and sy are the standard deviations of xn and Yn,

respectively.

3.3.1.2 Joint Cumulative Distribution Function

The joint cumulative distribution function (cdf) of a set
of N value pairs (xnYn) is a measure of the probability of the
simultaneous conditions that xn is less than a certain value X -

and Yn is less than a certain value Y£. The joint cdf, denoted

by P(Xk,YX), can be computed from the joint pdf by summing up the. values of the pdf at all intervals where Xi Xk and Yj < Yx: .
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P( Xk,Y£) = E p (Xi,Y.) (3-135)

i=0 j=0

3.3.1.3 Conditional Probability Density Function

The conditional pdf of a set of N value pairs (xnyn) is

a measure of the pdf of xn given the condition that Yn has a

certain value y o' vice-versa. The pdf of xn given a value of

is denoted by p(XiIYj) and can be calculated from the joint pdf

as follows:

p (Xi ,Y.)

14M+1
E p(Xi3 Y) (3-136)

M+l
where E P(XiY) p(Yj) is called the marginal pdf of Y•"

i=O pY

The various types of pdf of two variables are related by the

following:

p(Xi,Yj) = p P(XilY) p(Xi) p(YjlXi) (3-137) .

If the two variables are independent then

P(XiJYj) = p(Xi) ,. -- ,"

and

p(YjIXi) = p(Yj)

so that

P(X ,Y.) = p(Xi) p(Y.) (3-138)

3.3.1.4 Covariance

The covariance (coy) of a set of N value pairs (xn,yn) is

a measure of the relationship between the values xn and Yn" The

3-8

.. . . . .'AM.....-

*. . . . . . . .. .- . . . . .



SI

cov, denoted by cx, is the average value of the cross product of

the value pairs with the mean values removed:

N
_ i (x - x)(Y - Y) (3-139)

Cxy N- l ..n

From this formula it can be seen that the cov of a signal with.-

itself is equal to the sample variance:

c s2 (3-140)
xx x

The covariance is often expressed in terms of the corre-

lation coefficient rxy which is the normalized cxy defined by:

c
r xy (3-141)
xy s s y

The magnitude of the correlation coefficient is limited by:

-i< rx < 1. (3-142)

If rxv = , 1 the signals x and y are said to be perfectly-,

correlated. If rxy = 0 the signals x and y are said to be

uncorrelated.

3.3.1.5 Regression Analysis

A regression analysis of a set of N value pairs (xnyn) is

a method of determining the relationship between the two values.

In general, a regression of the mean value of Yn on the value of

xn is defined as the expected value of Yn given a certain value

xn = Xi. The regression function is denoted by E[ynIXi] and can

be computed from the conditional pdf by:

K+ 1
Elyn Xi] = E . p(Y.1Xi). (3-143)•.~~~~ j = -[.['y.-..j=0 1

3-.



In many applications it is desirable to approximate the

regression function by an equation with a few variables. The

most popular approximation is the use of a straight line and is

called linear regression. Linear regression is a method of esti- . .

mating the regression function by a straight line of the form:

Yn = axn + b + E (3-144)

where E is a random error.

The parameters a and b are chosen so as to minimize the
sum of the squared errors of the form e2 (y - ax - b) 2 .

n n n
For a set of N value pairs (xnyn) the linear regression - - -

parameters can be computed by:

E XnYn - Nx y c
n=l xya -- _ _ _ _ _ _ _ -N S

xE 2 N(-) 2  5n - x -" - ,

b y y- ax. (3-145)

3.3.1.6 Accuracy of Joint Statistical Measures

In this Section we present methods of evaluating the
accuracy of the joint statistical measures discussed in the
previous Section. The discussion of confidence intervals in

Section 3.2.1.8 is expanded here to apply to the various joint

statistical measures.

SAMPLE JOINT PDF: The expected value of the sample joint

pdf evaluated by Equation (3-132) is given by:

N. W2  w2

E[ ] p(x.,y) + x p (x Fy + Y p (x y.) (3-146) . "
Ew w i 24 xx 1 j 24 yy ')

x y
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where P(xi,Yj) is the true joint pdf, pxx(xiyj) is the second

derivative with respect to x, and pyy(XiYj) is the second 1 W

derivative with respect to y.

The variance of the sample joint pdf is given by:

N 2p(xi 'y)
w w NT (3-147)

x y x y

SAMPLE COVARIANCE: For a set of N value signal pairs

(XnYn) with variances ot c. and ay, respectively, the expected

value of the sample covariance cxy evaluated by Equation (3-139)

is given by:

xy xyx y (3-148)

where rxy is the true correlation coefficient between x and y.

The variance of cxy is dependent on the cross covariance function

defined by Equation (3-155) in Section 3.3.2. The variance is

given by:

VIC I (N - i )(C (iT) C (i T) + C (iT) C (-i-1) ]

xy N2  L x y xy xy

(3-149)

LINEAR REGRESSION: For a set of N value pairs (xnyn) the

linear regression of yn on xn evaluated by Equation (3-144) has

an expected value given by:

E[axn + b] Yn (3-150)
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and a variance

1 N
Vi[ax + b] ] - N ,2 (3-151)

n N-2 2 n (3-151.n=l n,: ,,,

3.3.2 Cross Correlation Function

In this section we present a method of calculating the cross

correlation function (ccf) of a set of periodically sampled value

pairs (Xnyn). The ccf is a measure of the relationship between

the values of two signals at different times, tI and t 2 . This

relationship is measured by the average of the product of the two
signal values, x(tI) and Y(t 2 ). The ccf is a generalization of

the acf described in Section 3.2.2 and the same considerations -

relative to the stationarity of the signals apply.

The time averaged ccf of a signal pair x(t) and y(t) can be

estimated by the sample ccf, denoted by Rxy, of a set of N value

pairs (xnyn) sampled periodically with a time interval T as

follows:
v 1 ~~~~N-m [;[o ..R (m¶) - y m > 0

xy N-i n nn+m• .- n=l

(3-152)
N 1 xY ; m 0

n=l-m

This direct method of estimating the ccf is generally used only

for small values of m, because it requires a large number of

computations. When m is large a more general procedure can be

used which is based on the relationship of the ccf to the cross

spectral density of the two signals. This procedure is outlined

in Section 3.3.3.1. *'.•*"'

NOTE: If the value pairs (Xn, Yn) are obtained through

multiplex sampling with time shift ts such that xn = x(nT) and

Yn y(nt + ts) then the ccf is evaluated at time differences of

(MT + tS).

3-85
.:I

..................... ........ * ."



-17 T- T" 7. 1.07

The following are some general properties of the ccf:

1. For stationary signals p

Rxy(mT) = Ryx(-mT) (3-153)

2. For non-periodic signals

limit [R (mT)] = x y (3-154)xyM + 00• L. "•.

Figure 3-17 presents the ccf of some typical signals. The

ccf of two periodic signals is also periodic. The ccf of two

independent signals with zero mean is zero. For two signals with

some interdependence the peak value of the ccf does not always

occur at m = 0. The location of the peak value of the ccf is one

indication of the time lag (or propagation time) between the two

signals. Caution must be used if the time lag is a significant

fraction of the record length T = NT in which case some of the

correlated parts of the two signals may not be contained in the

same record length.

When the ccf is to be evaluated for signals having a non-

zero mean, it is computationally desirable to remove the mean

value first before using Equation (3-152). The resulting quan-

tity is called the cross covariance function (ccvf), denoted by

Cxy, which is defined by:

1N-rn
C (MT) N- E (xn - x)(Y - y) ; m < N (3-155)
xy N-rnm

n=1

The ccf and ccvf are related by:

R (mT) = C (MT) + x y (3-156)xy xy

• . .. .., . . . -.
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The ccf is often represented by the normalized correlation

function p which is defined by:

.• C~~~~xy (m ). .- ,Py (MT) C0 (3-157)
•'• xy VCx (0) Cy (0) ••:

where Cx and C are the autocovariance functions of each signal

defined by Equation (3-44). The magnitude of the normalized

correlation function is bounded by:

,,xy < (3-158)

3.3.2.1 Statistical Errors in the CCF Estimate

The bias and variance of the ccf estimate using Equation

(3-152) are given by:

B[R (m0)] = 0 (3-159)
x Y

N-mr
1

V[R xy(mT)] - (NEm)2 E [(N -m -Iil)(R (iT)R (iT)
xy-(N-in) 2 i =-N +m ,-y

(3-160)

+ R (([M + i]T)Rx ([m - i]T))] ; M > 0

xy xy

" This is the two-signal equivalent to Equation (3-50) which

applies to the autocorrelation function of one signal.

In a similar manner to the discussion in Section 3.2.2.1

a biased estimate of the ccf can be defined by:

b 1 N-inR MxyT) N XnY (3-161)
n=1 n. .- -
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which has a bias error given by:

bIR (t)Rm 312

and a variance given by:

bI (M03 (1 E)2 V[R (MT)j (3-163)
xy N xy

By averaging either ccf estimate over M sample records, the

variance can be reduced by a factor of 1/M while the bias cannot

be reduced.

3. 3.3 Cross Spectral Density Function

In this section we present two methods of calculating the

* cross spectral density (csd) of a set of periodically sampled

value pairs (xnyn) obtained from continuous signals x(t) and

y(t). The csd is a measure of the frequency distribution of the

average product of the two signals. The csd, denoted by GXY(f)

can be defined in terms of analog filtering as the average

product of the outputs of two narrow band filters divided by the

* bandwidth of the filters in the limit of the bandwidth becoming

small:

x(t'f,6f)y(t'f,6f) -jx(t,f,6f)y(t 1 f'f

Gy (f) =lim

(3-164)

* where x(t,f,6f) and y(t,f,6f) are the outputs of the bandpass

* filters of width 6f centered at frequency f (cycles per second,

or Hertz).

The csd is a complex function of the form:

GXY(f) CXYMf i QXYM ~ (3-165)
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where Cxy(f) is called the coincident, or in-phase, spectral L-

density function and Qxy(f) is called the quadrature, or out-

of-phase, spectral density function. This results from the

definition in Equation (3-164) where Cxy(f) is the average cross

product of the two signals at the same time, while Qxy(f) is the

average cross product with a 900 phase shift between the two sig-

nals. This definition of the csd reduces to that for the power

spectral density (psd) in the case of a single signal since

Qxx (f) = 0.

The csd can also be represented by a magnitude IGxy(f)j and

a phase angle Dxy(f) in the following form:

-Jxy(f)
G (f) = IG (f)I e xy
xy xy

IGxy(f)l = [C 2 (f) + Q2 (f)]l/ 2

xy xy xy

where (3-166)
Q (f)

5 xy (f) tan C (f)[

Figure 3-18 presents the csd of some typical signal pairs.

There are two approaches to calculating the csd, and these

are extensions of the two methods used to calculate the psd as

described in Section 3.2.3. The direct method involves the

computation of the Fourier Transforms of the two signals. This

method is designed to minimize computation time at the expense of

introducing some statistical errors, and is better suited for

analyzing stationary signals of sufficient duration to allow for

averaging over a large number of sample records. The indirect *.'.¾...

method is based on the relationship of the csd to the cross

correlation function (ccf). This method is designed to minimize

b 3-90~-. .~ - * - - s. .- . -•
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statistical errors in the processing of the data at the expense

of some additional compUtation time, and is better suited for -. ,:-

analyzing signals of limited duration. -.W

3.3.3.1 Direct Method
The direct method of calculating the csd of N value pairs

(xnYn) sampled with a time interval T is based on the principles

of the Fourier Transform (FT) (see Section 3.2.3.1). If XT(fk) . -

and YT(fk) are the FT of xn and Yn, respectively, at frequencies

= k/NT; k 0, 1, ... , N-l; then the csd is given by:

Gxy(fk) = X ( (3-167)

, ., -. .. ~
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where * denotes the complex conjugate and T = NT is used as a

subscript to denote a finite duration estimate of the FT. I IV

USING THE FFT: The FFT can be used to efficiently compute

the csd of the value pairs if N = 2P. The sample values are .-.-..- :--
stored in a complex array Zn for input to the FFT in the format:

Zn =Xn + jyn ; n = 1, 2, ... , N. (3-168)

After the FFT operations on the input data, the FT's XT(fk)

and YT(fk) can be recovered from the output array Zk by the

formulas:

XT(0) = T Re(Z 1 ) + jO

YT)= ( In(Z 1 ) + jO

T*

XT(fk) = (Zk+l N-k+l)

T k (Z k+1 N-k+l

f -k k = 1, 2, ... , N-1. (3-169)

The csd Gxy(fk) can then be evaluated using Equation (3-167).

The psd of each signal can be evaluated using Equation (3-63).

DATA PREPARATION: The two sample records must be prepared

for the FFT computation in a manner similar to that for a single

record as outlined in Section 3.2.3.1. First, the mean value

and slope of each sample record must be removed. Then, each .-

sample record must be multiplied by a smooth window function - -

such as those shown in Figure 3-14. W-

3 -93.o.
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3. 3.3.2 Indirect Method p

The indirect method of computing the csd is based on its .:--

relationship to the cross correlation function (ccf). The csd

Gxy(fk) and the ccf Rxy(mT) are related by the complex Fourier

series:

M -j 21km/N " '--°-
G (f = 2T Z Ry(M) e

Rxy(M) y(0) + Z Re[Gx (fk) ej 2 rkm/N1  (3-170)
k=1

where N is the number of data values sampled with period T,

f*= k/NT, and eje is the exponential notation for the complexik
number defined by eJO = cos 6 + j sin e.

NThe summation limits in Equation (3-170) are M = - 1 and

The ccf can be evaluated by one of two methods. The first

is the direct summation method outlined in Section 3.3.2,

Equation (3-151). This method is computationally slow because it

requires approximately 1/2 MN operations. The second method is

to use the FFT to compute the ccf as follows:

1. Extend both sample records to a length of 2N

values by adding N zeroes to the end of both

records. Do not window the data.

2. Compute the sample csd with a 2N point FFT ,..- -

giving a frequency interval Af = 1/2 NT.

3. Average the sample csd over ensembles of sample *.*

records.

3-94
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4. Compute the (biased) ccf with a 2N point inverse IMP

FFT of the average csd giving correlation time

delays from 0 to *(N-l)T.

5. Multiply the biased ccf by the factor N ;

ImI < N-l; to obtain the unbiased ccf.

The ccf will not, in general, go to zero at time delays

i(N-l)T. Therefore the ccf must be multiplied by a time window,

such as one shown in Figure 3-14, before using it to compute the

csd. However, this is complicated because the ccf will not

necessarily have its maximum value at zero time delay as with the

acf of a single time series. Therefore it may not be suitable to

have a window centered at zero time delay.

A time delay in the maximum value of the ccf indicates that

there is a time delay between the correlated components of the

two signals (due to propagation delay or reverberation in the - .

system being measured). If this time delay is a significant

fraction of the record length T = NT, then part of the correlated

: components of the two signals may not be contained in the same

record length. This will lead to errors in the computation of

the csd (for both the direct and indirect methods). This can be

corrected if it is possible to shift the sampling of one of the

signals in order to bring the maximum value of the ccf to zero

time delay. Then the two signals can be resampled with this time

delay between respective sample records and a new ccf computed. -. -.

A time window centered at zero time delay can then be applied to

this ccf.

The csd can then be computed from the windowed ccf. If a

window of length T = NT is used, then the ccf is compressed to

one-half its original length and the csd will have a frequency

interval Af = 1/NT.
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3.3.3.3 Time Delay Corrections

Time delays between the sampling of two channels can most

easily be corrected in the frequency domain by altering the phase

Oxy(f) of the csd. This applies to time delays that are frac-

tions of a sample interval (resulting from multiplexing in the
A/D conversion process) and also to time delays that are many

sample intervals long (resulting from intentional time shifts to

move the ccf peak value to zero delay).

A time shift of ts seconds in one of the two signals will P -

produce a phase shift in the csd given by:

(f) = 2ift (radians). (3-171)

The phase of the measured csd can then be corrected by subtrac-

ting the value of this function at each frequency. The magnitude

of the csd does not need correcting.

3.3.3.4 Calibration and Units

If the two signals x and y have units of measure Ux and

Uy, respectively, then the csd magnitude IGxy(f)l has units of

UxUy/Hz (Hz = cycles/sec). The csd must also be calibrated both

in magnitude and phase.

A convenient method of calibrating the csd computed from an

FFT of a sampled signal is to use a white noise voltage signal of

known bandwidth fu and known mean square value X2 as described in

Section 3.2.3.3. If the same signal is used for the two sample

records x and y, then the csd is given by:

T2
IG (f)tI = i-I
xy f

u
(3-172)

4xy(f) = 0 ; f < f
xy u
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The computed magnitude of the csd can be calibrated to this

value with units of (volts) 2 /Hz. The units of the csd of two

measured signals can then be obtained by multiplying the computed

csd magnitude by the sensitivity of each of the instrumentation

systems in (units/volt). If the phase is not zero, but a linear

function of the frequency, then a phase shift between the two

sample records must be corrected as described in the previous

Section.

It may also be necessary to calibrate the phase character-

istics of the two instrumentation systems. This can be done by

constructing an artificial environment in which the two measuring

transducers are detecting the same signal. The measured csd

phase in this calibration test can then be subtracted from

subsequent measurements in order to obtain the correct phase.

3.3.3.5 Coherence Function

The coherence function is a measure of the frequency dis-

tribution of the relationship between two signals. The coherence

function is denoted by -y2 (f) and is given by:
xy

IG (f)1
2

2 (f) = xY (3-173)
G (f)G (f)
x y

where the G are ensemble averages of the power or cross spectral
densities.

The magnitude of the coherence has the property that

2 (f) < 1. (3-174)
xy -9
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When y 2 (f) = 1 the two signals are said to be fully coherent
xy

at that frequency. When y2 (f) = 0 the two signals are said to
xy

be incoherent (statistically independent) at that frequency. "'"

Figure 3-19 presents the coherence function for the examples in

Figure 3-18.
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The coherence function can be used to determine the percen- (r

tages of each signal which is linearly related to the other or to Teidtr

a common source. The magnitude of the coherence will be reduced

by the presence of background noise in the measurement of the two .

signals or by non-linearities in the system being measured.

The spectral densities used in Equation (3-173) must be
averaged over an ensemble of sample records. If the coherence is

calculated using only one sample record, the value will always be

unity. This can be seen from the definitions of the power and

cross spectral densities which give

IG (f)12
xy X(f)Y*(f)X*(f)Y(f) 1..(3-175) -

G (f)G (f) X*(f)X(f)Y*(f)Y(f) (3-175)
x y

3.3.3.6 Frequency Response Functions

In many physical systems it is desirable to measure a

frequency response function defined by:

G (f)xy . . .- -
Hy x )(f) G f) (3-176)

x

The magnitude of this frequency response function is given by:

G (f) ""'""

= G (f) (3-177)

x

If x is the input to a linear system and y is the output,

then the frequency response function is a characteristic of the

system alone and is independent of the spectrum of the input.

More detailed information on the types and uses of frequency

response functions is included in Chapters 5-7 of this

Compendi um.
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In order to average the frequency response function over

an ensemble of sample records it is necessary to first average

G and Gx separately and then compute the ratio. Therefore,

G (f)

S- (fl LOO ..

x

3. 3.3.7 Statistical Errors in the CSD Estimate -

The statistical errors in the estimation of the csd can

be evaluated in a manner similar to that for the psd (Section

3.2.3.4). The bias error for the real part, imaginary part,

and magnitude of the csd are given by [3-41: ..

f 2  Cot (f)
B[Cxy (f)] b xy (3-179)

f2  Q'x (f)
b xyM

"B[Q f) (3-180) -
xy 24

fg (f)I" ,
B[Gxy( ) ]= (3-181)

B[IG.,f)-' 24

where fb is the effective bandwidth of the FFT window used.

The variances of these quantities are dependent on the

amount of averaging used in their computation. If the csd is

averaged over an ensemble of M sample records and K adjacent

frequency points, the variances are given by [3-4]:

.,. ~~Gx (f)Gy (fM ,
""V[E xy (f)1 ]- 2fK (3-182) . --'.-.

y " .- . ..

1--, ...
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G (f)G (f)
Vxy X 1 (3-183) '

IG (f) 12
V y(f) ]K+ _(3-184)

VLG 2MK Y312A)
xy

The variances of the averaged coherence can be derived from

those of the psd and csd as follows [3-4]:

2y2  (1 y2 )2-- ~xy xy '..<.'-'
Vjy 2 (f)] x- (3-185)

xy MK

3. 3.4 Cepstral Analysis

The cepstrum of a frequency response function is defined as

the inverse FT of the log of frequency spectrum. Although the

cepstrum is a function in the time domain, the parameters of the

cepstrum have historically been given names which are derived

from clever reversals of syllables in the comparable parameters

in the frequency spectrum [3-17]. (For example, "time" is

replaced by "quefrency"). This has its origin in the use of the

cepstrum for echo detection.

The use of the cepstrum can be seen by considering the

output spectrum Gy(f) of a system with a transfer function d(f)

and an input spectrum Gx(f) so that:

G (f) = IH(f) 12 Gx (3-186)
y

Then the log of the output is given by

K (f) = log G (f) = log IH(f)1 2 + log G (3-187)
y y x
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By taking the inverse Fourier Transform (FT)- 1 of Equation

(3-187), the cepstrum ky(q) is achieved: r. ,

ky(q) = FT- 1 {log IH(f)1 2 } + FT- 1 {log GSx (3-188)

This is called the "real" cepstrum, because it is the FT" 1 of a

real, even function.

If log Gx is a smooth function of time, its FT- 1 will be

concentrated at small values of q ("low time"). If log IH(f) 2 2-

has some irregularities or ripples due to echoes or reverberation

in the system, its FT-1 will have the associated contribution at-"

larger values of q ("high time"). The contributions from this

echo or reverberation can then be separated out by "low time"

windowing the cepstrum and computing the log spectrum of the
"dereverberated" signal through the FT of the windowed cepstrum.

The "complex" cepstrum is defined as the FT- 1 of the log ,.-.

of the complex transfer function H(f) = IH(f)leJO where * is the

phase angle of the H(f). Then

KH(f) = log JH(f)j + jo (3-189)

and the complex cepstrum is found from

kH(q) = FT- K (f) } (3-190) ..x -* -

This can be computed with a complex inverse FFT routine similar

to that used for 2-channel signal processing where the complex

array KH(f) is used as the input and the complex array kH(q) is

the output. One difficulty that arises in the computation of

Equation (3-190) is in obtaining the correct value of 4. The .-

value of 4 computed by the trigonometric relationship:
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4(f) =tan
1 Im[~ (3-191) F

only gives the principal value in :the2Zne <~,~

Terefore it is necessary to "unwrap" the computed phase to
obtain

oth i the true value.

More detailed information on these procedures can be found

in References [3-3, 3-101.
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3.4 MULTIPLE TIME SERIES

In this section we present various methods of analyzing

the interrelationships of multiple signals sampled over the same .' :.-

time period. The methods described in the previous two sections

for single and dual time series apply equally well to individual

signal or pairs of signals in this section. In fact, this sec-

tion is basically a generalization of the dual series analysis

with the addition of a few special methods for handling the

multichannel data efficiently.

3.4.1 Multi2le Statistical Measures

This section is an extension of Section 3.3.1 which is

limited to two channel analysis. In this section it is necessary

to distinguish between a series of values obtained from a single

signal (called a sequence) and a set of values obtained from a

single realization of a set of signals (called a vector). If M

signals are each sampled N times over the same time period, then

the data is represented by a sequence of N vectors of the form

(x 1 , x 2, ... XM)n. In matrix notation this sequence is denoted

by:

x21 x22 . X2M
X = • . . (3-192)

XNl XN2 ... XNM

where xij is the ith sample of the jth signal.
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3 4.1.1 Joint Probability Density Function '

The joint pdf of a sequence of N vectors _n is related to

the number of vector samples N 1 .• whose values fall within a

set of value intervals designated by the vector of center values

X and interval widths w:

N12 ...M
p(X) = (3-193)-- w iw 2"""WN..~-;ii-

1 2 M

A procedure for computing this pdf for a sequence of N vectors

can be obtained by an extension of Table 3-1. If all of the

signals are mutually independent the joint pdf is the product of

the individual pdf's:

p(X) = P(Xl) P(l 2 ) . X (3-194)

2) ..... i-'.i'

Except in a few special cases, the matrix N12 M is

. difficult to represent because of its multidimt.nsion. More

frequently the joint pdf is represented by a matrix of the joint

pdf's of all possible value pairs (called a bivariate matrix).

-. The moments of this pdf matrix are also bivariate matrices, the

"% most common being the covariance matrix •x defined by:

Cl C12 C M- - -

c21 c22 ... c2M

LXx ( • 3-195)

LcMl cM2 ... cMMJ
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where each term cij = c is defined by Equation (3-139).1) ._S

3.4.1.2 Joint Cumulative Distribution Function

The joint cdf of a sequence of N vectors can be obtained

by a multiple summation of the joint pdf as an extension of

Equation (3-135) for the two signal case.

3.4.1.3 Conditional Probability Density Function

The conditional pdf of a sequence of N vectors is a measure

* of the joint pdf of a subset of the vector values given that the

remaining values are fixed is calculated by:

p(X)
P(Xq q ... XXM) P(X), ... P(X-) (3-196)

where p(Xi) is the marginal pdf of xi given by

p(Xi) = E p(X) (3-17

If all of the signals are mutually independent the -

conditional pdf is independent of the values of the fixed

signals:

p(Xl X , ... XM) = p(X ... Xq) (3-198)
q q+lM p( 1  q

• - . • . '..

,-o ... **
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3.4.1.4 Multiple Regression Analysis

The method of linear regression discussed in Section 3.3.1

for two signals is extended here for multiple signals. Multiple

* regression is used to obtain an estimate for the value of one

* signal (usually referred to as the "output" signal) based on •

the values of the other signals (usually referred to as the

"input" signals). If N samples are obtained of M+l signals

(x 1 , x 2 , ... xM+I), then a linear regression of the signal xM+l

on the values of the other signals is of the form: - -

XM+l ao + alxI + a 2 x 2 + ... + aMxM + e (3-199)

where the ai are the coefficients to be determined and e is the

error.

For convenience an "output" signal y is defined by:-

y xM+l - a0 = alxI + a 2 x 2 + ... aMxM + c (3-200)

Evaluating this equation for the N samples gives the matrix form

Yl X11  x 1 2 ... xlM a, i1

Y2 x 2 1  x 2 2 ... x2M a 2  C2

.. .. . + . (3-201)

P .... * a M

YN XNl xN2 " XNM JN
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or Y= X A+ £(3-202)

The values of the parameters A which minimize the sum of the

squared errors ecan be found by [3-41

1 Odor T

A -(XT x)- X TY =c c(3-203)
- - xX -xy

where XT is the transpose of X (i.e., the subscripts are

reversed) . The matrix c is the covariance matrix for the M

"input" signals in the form of Equation (3-195) and is the

covariance vector between the output and the input signals:

c2(M+l) cxy
x2y

. - .(3-204)

cM(M+l), CxMY

The value of a0 is then found by:

M
1=1 1 (3-205)
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3.4.1.5 Multiple Correlation Coefficient

The multiple correlation coefficient is a measure of the

linear relationship between an output signal y and a set of input

signals xi; i = 1, 2, ... M. This multiple correlation coeffi-

cient, denoted by ryix, is computed by:

ýTS T
ATCx cT c- c .i-?]--

r•Ix Cyy Cyy|,I
- - -XX Xy (3-206)

where A is defined by Equation (3-203). The value of r 2  cany-x
be interpreted as being the mean square value of the predicted

output signal using linear regression divided by the total mean

square value of the output signal. Therefore, its value is

bounded by 0 < ryIx 1. A value of r 2 x 1 implies that y is

perfectly correlated with a linear combination of the xi, while

a value of r 2yx = 0 implies that y is completely uncorrelated

with all of the xi. Other special cases of multiple correlation

coefficients are given in Reference 3-6. -.- ,- .. ,-.

3.4.2 Multiple Correlation Relationships

This section is an extension of Section 3.3.2 on the cross -

"correlation function for two-channel analysis. The correlation -

relationships between multiple signals are often expressed in

terms of a matrix of cross correlation functions: "" -

*I.., '5.. -
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Rl(M T R12 (M T) •.. . RiM (M T) " - •*.-.. -

R21 (mr) R2 (mT) ... R2M (mr)

R xx(MT)= [Rij(mrr)] ... (3-207)..
* . . •_•. ',•.%%

RMl(mr) RM2 (mt) ... RMM(m-r)

Based on the characteristics of the ccf (see Section 3.3.2) the
elements in Rx(mr) are related by:

Rij (-mT) = Rji(mT) (3-208)

In a similar manner the matrix of cross-covariance functions

* C(mt) relates the signals with the mean value of each removed.

These types of matrices are called bivariate matrices since they

contain parameters evaluated for all possible signal pairs.

Because the ranges of values for Rij(mr) and Cij(mr) can

vary for each signal pair, it is difficult to compare relative

degrees of correlation. Therefore, it is more convenient to use
the bivariate matrix of the normalized correlation function,

Pij(mT), defined by Equation (3-157), since these values are

bounded by 1 1.

3.4.2.1 Multiple Correlation Function

In the case where a single output signal y is to be

related to a set of input signals xi; i 1, 2,... M; a multiple

correlation function Pylx(mT) can be defined in a manner similar

to that for ryjx in Section 3.4.1.5. For this case,

TT
C (M-T) [C'.1l(o)]T C (".r,• 2 1 m ) = X --x -- x y m ).. . - . .

C -0y -xy (3-209)
y1 mt C yy(0)
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The value of p Jx(mT) is then a measure of the linear relation-

ship of y to the xi for various time delays, mt.,-.

3.4.2.2 Partial Correlation Function

The partial correlation function is a measure of the rela-

tionship between two signals with the effects of other signals

removed. It is related to the partial covariance function which

is defined by, for example:

C (mT) CI (mT)
Cij 1 l(mT) = C.. (M) T i m (3-210)

ili j C 1 1 (_MT

Cijll(m-r) is the cross covariance between xi and xj with their
linear dependence on x, removed [3-4]. The last term in Equation

(3-210) has the effect of removing that part of Ci3(mT) which is

due to the linear relationships of xi and xj to X1.

The partial correlation function pijll(mT) is then
defined by:

C2  (mT)
2 (m) --ijll C (0) Cj (0)

(p. (nt -p (MT)p (MiT))
ij li lj (3-211)

( i -p 2  (m ))(l - p 2  (M T)) (3-2.1)

The partial correlation functions can be used to obtain

an efficient evaluation of the multiple correlation function

Pylx as follows. (Note: The dependence on (m-) is omitted for
convenience). --

3-112

Y,'



m % %o

i. Evaluate the normalized correlation functions

PxiY between the output y and all inputs xi;

i= , 2, ... M.

2. Evaluate the normalized correlation functions

PXlXi; i = 2, ... M. Wk.

3. Evaluate the partial correlation functions

i = 2, ... M by Equation (3-211).

4. Evaluate the partial correlation functions

Px2xiixl; i 3, ... M by Equation (3-211).

5. Evaluate the partial correlation functions

Pxiylxlx 2  i ; 3, M by"

(p -p p --- .
xiYlX1 x x Ix x2Ylx

x2 =• 1l 1 2i i 1 2 x,1 (3-212)
X~jxx (1 - Z )(1x

6. Evaluate the partial correlation functions

i = 4, .. • M by

X3X Ix x2X3 Ix X2x Ix
Sii 1 2 3 1 2i 1 (3-213)

3x .1x1 2  (1 - x x I - P , ,
2 31 2 i 1

"7. Continue the process until the value of

Pxylxx ... xM 4 1 has been evaluated.

8, Then the value of pylx can be evaluated by

3-113
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p2 - 2 (~x 3-214) .,''',.

(i 21 Y i=2"' i-1" xi.'...•." "

3.4.3. Multiple spectral Analysis

This section is an extension of Section 3.3.3 on the cross ,..

spectral density function for two channel analysis. The spectral |

relationships between multiple signals are often expressed in

terms of a matrix of cross spectral density functions:

GII (f) GI2 (f) .. lM(f) •'--i"

G21(f) G22(f) ... G2M(f)

GGxx(f) = [Gij(f)] . (3-215)

GMl(f) GM2(f) GMM(f)

The parameters on the diagonal of this matrix are real

quantities while the remaining parameters are generally complex. I:.

Based on the characteristics of the csd (see Section 3.3.3), the

elements in G are related by:

Gij (f) = G*i(f) (3-216)

where * denotes the complex conjugate.

In order to describe the relationships between the spectral

content of the various signal pairs it is convenient to use a

matrix of the coherence functions [. (f)] defined in Section .- .

3.3.3.5. Each value in this matrix measures the strength of the

linear relationship between two signals at a particular fre-
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quency. However, if there is a linear relationship between two

signals, the coherence matrix cannot determine whether the two

signals are directly related or whether they are each related to

a common third signal. In order to determine this, use must be

made of the multiple and partial coherence. "

3.4.3.1 Multiple Coherence Function

In the case where the spectrum of a single output signal

y is to be related to those of a set of input signals xi;

i = 1, 2, ... M; a multiple coherence function y 2
1 (f) can be

defined by:

Y2  GT (f) (f)]T G f) (3-217)
y•xf :_yf[G xM -xyx =Gyy(f) (3-17 - ... p. .

yy

The value of y21x(f) is then a measure of the linear

relationship of y to the xi for a particular frequency f.

3.4.3.2 Partial Coherence Function

The partial coherence function is a measure of the rela-

tionship between two signals with the effects of other signals

removed. It is related to the residual (or partial) spectral

density function which is defined by, for example:

G*i(f) G.(f)
G (f1 ( G (l) (3-218) ; -

Gijl 1 (f) is the residual cross spectral density between xi and

xj with their linear dependence on x, removed [3-19]. The last

term in Equation (3-218) has the effect of removing that part

of Gij(f) which is due to the linear relationship of xi and xj
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The artal chernce uncion jf~l(f) is then defined by

[3-20]:

G Gi~ii(f) G j 1 1(fM

G.. (f)G (f)G* (f)
2 .(f) -2R( ~ i j~ + y2 (f)-y2 .(f)

ij G. G. G Ii 13

y2 (f))y2

(3-219)

The residual spectral density functions can be used to

obtain an efficient evaluation of the multiple coherence function

Y2 as follows. (Note: The dependence on (f) is omitted for
convenience).

1. Evaluate the cross spectral densities Gxi. between p.
the output y and all inputs xi; i = 1, 2, .. M; and .

also Gyy*

2. Evaluate the cross spectral densities Gx lxi,... ...

i=1, 2, M. r; and also y2

3. Evaluate the residual spectral densities Gxiyjx1 ;
i =2, .. M; and also GYIJ

4. Evaluate the cross spectral densities Gxx l
i=2, .. M; and also Y2x 2y x1 *

5. Evaluate the residual spectral densities Gxiyix;

1 3,.. M; and also Gyyx by:
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G G- G 2 1 (3-220)x~yxx xiylxl Gxx 2 x

6. Evaluate the cross spectral densities G x3 x.ixlx2
i =3, . M; and also "ý2 x by:

Y~xyxx 2 Ix 3yIX1xI 2 (3-221)

*7. Continue this process until the value of

2 has been evaluated.YX MYIXl1x 2 ... X M1

* 8. Then the value of y21x can be evaluated by:

M

transfer function between each input signal xi; i =1, 2, .. M;

and an output signal y as follows [3-20]:

G113... M f

G (f)
H'f' 2 113y-3 ... M2' (f =f

2G213... M ')
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H = ( MfI2 M-I f) (3-223) "

-G-
•M 1 ... M-

These transfer functions identify the unique frequency

response characteristics of each input signal and are not

necessarily equal to the transfer functions which would be

obtained by having only one input signal acting at a time.

3.4.3.4 Statistical Errors in Multiple Time Series Analysis

The statistical errors in the analysis of multiple signals

are very similar to those for two channels because most of the

analysis is done with bivariate matrices. Therefore, the formulas -.

presented in Section 3.3 for the various statistical errors are

also applicable here with one exception. For those statistical

measures which are conditioned to remove the dependence of other

signals, the number of degrees of freedom are reduced accordingly.

This can be accounted for in the formulas for statistical errors

by reducing the effective number of ensemble averages used in the W
computation by the number of conditions placed on the computation.

For example, the computation of y 2  with 20 ensemble
x 3 y 1x 2

averages would have an effective number of averages equal to 18.
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CHAPTER 4. TEST PROGRAM DESIGN

This chapter presents the procedures to be followed in

designing a test program for collecting vibration and acoustic

data. Its purpose is to link earlier chapters on measurement and

data analysis technologies with subsequent chapters in which

specific methods for applying measured data to vibration and

acoustic problems are presented.

4.1 OVERVIEW OF TEST PROGRAM DESIGN

A good test program is an important ingredient in the

overall success of a project because it facilitates the

"coordination and cooperation of all personnel involved. It

requires interaction between those specifying the data to be

collected and those who will actually carry out the data

i collection and analysis.

The primary tasks for test program design are listed in

. Table 4.1. These include problem description, program

objectives, data requirements, detailed test plans, and

documentation of results. Many test programs fail because

,*. attention is concentrated on the detailed test plan with too . " -

' little attention being given to the other tasks of the design.

Program objectives and data requirements may be poorly defined or

the data collected may be poorly documented. In either case an

I• expensive and time consuming test may provide little useful

,*, information even though the test itself is properly carried out. - -

In the following Sections each tasK to be carried out in

designing a test program will be discussed. Tables 4.1 through

• • 4.6 present summary material in outline form. These tables will

provide a convenient guide to follow in preparing a good test

plan.

4-1
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4.2 PROBLEM DESCRIPTION

Most test programs are oriented toward the solution of a

perceived problem. The first step in test program design is to

present the problem as clearly as possible in a problem

description. Typically, this is done by the organizational unit

actually experiencing the problem. It is important that this

group convey the necessary information to those who will plan and

carry out the test program. In the following paragraphs the

basic elements of a problem description are presented. Table 4.2

is included as a summary of the problem description fermat.

4.2.1 Identification of the Problem

The problem description should concisely identify the

problem in the context of the affected system(s). Evidence of an

actual or potential problem should be clearly presented, and any

special terminology which is used to describe the problem should

be defined. Excessive detail in describing the structure or

system should be avoided at this point in the program

description.

4.2.2 History of the Problem

A history of the problem should be included, giving a

chronology of events related to the problem. Relevant test -

reports and other documentation should be referenced in this

section. A discussion of any previous testing programs or

remedial actions taken can be particularly valuable in describing

the problem.

4.2.3 Extent of the Problem

Additional background information describing the details of

the problem and its relation to various structures and functions

in the system may be included in this section. Hypotheses as to

the cause of the problem or other information which may be

"4-2
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helpful in solving the problem should also be included. For

example, if the test program is expected to produce design

changes to a component, then design constraints caused by related

systems and functions should be described. %

4.2.4 Impact of the Problem

The problem description must also provide the motivation for

the test program by describing the impact of the problem on

affected systems. Approximate cost estimates (which need not be

specific) will assist the test designers in judging the

importance and urgency of solving the problem quickly. Cost

savings and improved performance or safety which would result

from a successful solution to the problem should be mentioned

here.

4.2.5 Suggested Scope of the Test Program

The problem description should conclude with a brief summary

of the proposed scope of the testing program. Such a discussion

may have to be rather general at the beginning of the project,

since the subsequent program plan will be providing specific

information. Some of the areas which could be mentioned are:

types of measurements, testing environments, data analysis :...

methods, and analytical or statistical models to be used.

4.3 PROGRAM OBJECTIVE

The progrim objective is a discussion of the goals of the , .,

test program. It is written after a review of the problem

description and serves as a bridge between the group actually

experiencing the problem and the group responsible for designing
and implementing the test plan. In addition to reviewing the

problem description, the program objective must specify the

primary goal of the program including criteria that will be used

4-3
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to evaluate the solution. The three areas of the program 1

objective are outlined in Table 4.3 and described below.

4.3.1 Problem Review and Statement

The first step in forming the program objective is a review

of the problem description. If there are any points which

require further clarification or additional information, these

difficulties should be resolved by communication with the author

of the problem description. The key points of the problem

description should be summarized into a one or two paragraph

problem statement. This statement may be used as a basis for the

background section of subsequent test plans and reports.

An important element of the problem review and statement is

the identification of any constraints which have been placed on

the test program. Examples of such constraints would be: time .

constraints such as limited availability of the structure for .>..:

testing, design constraints such as limited weight addition for

damping treatment, or budget constraints which limit the extent

of measurements and data analysis.

4.3.2 Primary Program Objective

The second part of the program objective is the actual

statement of the primary program objective. After reviewing the

problem and discussing possible solutions, a consensus must be

achieved on the nature of an acceptable solution to the

problem. It is desirable that the nature of the solution be

described here (as the primary program objective) so that the

preparation and execution of the program plan may be guided by a

well-defined goal.

Realistically, the solution of the problem cannot be fully

specified before testing. What is needed is a description of the

character of the desired solution, including the results which

are to be achieved and the quantitative measure which will be

used to evaluate the results. A particularly concise example

4-4
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of a primary program objective was contained in the "Preliminary

Test Plan for F-4G UHF Blade Antenna Tests" (1978) by J. Pearson:

"Primary Objective: The primary objective of this test is -

to determine the in-flight environment being experienced by

the UHF blade antenna as installed on the nosewheel door, to

determine the cause of the failures, and to develop a

modification for present antennas and a new vibration

specification for new antennas which will ensure 1000 hours -.

of useful life".

4.3.3 Secondary Objectives

In stating the program objectives it is important to

distinguish between the primary objective and other secondary

objectives. The statement of secondary objectives is an

opportunity to describe objectives that are desirable but not

critically important to the success of the program. The

description should include a discussion of the relative

importance of each objective. With this description the test

engineer can design a flexible test plan without losing sight of

the overall program objectives.

4.4 DATA REQUIREMENTS

Chapters 5, 6, 7, and 8 of this report present a number of

methods for applying measured data to vibration and acoustic

problems. A key step in developing a test program design is to

select those methods that can be used to reach a problem

solution. Since the different methods have different data

requirements, it is important to select the methods that will be

"used before proceeding with the detailed test design. ...-.

In most cases a satisfactory problem solution will require

the use of several different methods. Often more than one type

4 -5.- -.
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of test will be needed to obtain the necessary data. For

example, it is often necessary to conduct both flight and ground

tests in order to reach a satisfactory problem solution.

The data requirements section of the test program plan -he'

presents a general description of the tests to be performed, the

data that are to be collected, and the analytical models that are

to be used. It includes a discussion of the motivation in -'"

performing the different tests and how they relate to each other

in the context of the overall test program. It involves the

identification of methods and tests which will be used to meet

the primary program objective. Appropriate methods must be fit

together into a coherent plan for solving the problem.

Again taking as an example the ancenna study, with a program

objective quoted in Section 4.3.2, a data requirements section of
the program plan could read as follows:

Data Requirements: A flight test of an F-4G with an

instrumented antenna will be made. Antenna vibration levels

and dominant frequencies are to be determined from the

"flight data by spectrum analysis. A laboratory shake test

will then be performed on an individual antenna so that

"strain levels may be determined under simulated in-flight

vibration. Fatigue curves of antenna materials will be used

to predict life at the maximum alternating stress amplitudes --- -

found in the shake test, and to calculate the stress

reduction necessary to at least triple this life. As part

of the laboratory testing, the frequencies, damping, and

mode shapes of antenna resonances which contribute to the

"measured in-flight vibration will be determined by modal

analysis. The results will be used to design a modification

to the antenna which will achieve the desired stress

reduction and life improvement. The modified antenna will

be tested on a shake-table to verify the fix and, if

necessary, an additional flight test will be scheduled to

evaluate the design.

4-6 "
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The topics to be considered in preparing the data requirements

are listed in Table 4.4 and discussed in more detail below.

4.4.1 Test Identification ,

The first step in preparing the data requirements is to

identify the tests that are required. Three types of tests

should be considered: (1) tests to quantify vibration and/or

acoustic levels, (2) tests to provide diagnostic information on

vibration sources and transmission paths, and (3) tests to verify

a design which represents a possible problem solution.

4.4.1.1 Tests to Quantify Vibration or Acoustic Levels

Tests to provide data on vibration and acoustic levels are

used to develop a quantitative characterization of the problem.

Although the problem description contains information of this

nature, more information will be required in many cases. For C_

example, a previous test may have reported the vibration

amplitude at a critical location but neglected the frequency

content. The data may be available for re-analysis or another

test may be necessary.

Quantifying the problem is important in providing a

benchmark to judge how severe it is and the extent to which it

must be improved. The success of any solutions developed will be

evaluated by comparison with pre-solution results. This

important comparison is best made with data of known quality.

Consider the antenna example above. As presented the

problem description may indicate observed in-service failure
• .° ° -..

rates. Program cost or scheduling constraints may not allow the

repeated in-service monitoring necessary to document the failure

rates of candidate solutions. A single in-service survey of the .- '..'#."
noise or vibration levels that the component is exposed to

quantifies the problem so that laboratory testing of the

component can provide a comparable environment for studying the

failure or for judging the performance of solution designs.
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4.4.1.2 Tests to Acquire Diagnostic Information on Vibration

Sources and Transmission Paths -:,.-.

The second type of tests to be considered involve diagnostic

investigations of sources and transmission paths. The purpose of

these tests is to build an understanding of the problem so that

the appropriate models describing the system's dynamic behavior

can be chosen. The methods used in diagnostic tests include

those of estimation of system characteristics, identification of

transmission paths, and identification of sources. In the

antenna example, diagnostic tests for frequency response

functions will be needed as part of the modal analysis method

selected for describing the problem on this small part.

4.4.1.3 Tests to Verify a Design Which Represents a Possible

Problem Solution

The third type of test is performed to verify the

performance of a candidate solution. Although the use of

measured vibration and acoustic data greatly improves the chances

for success in solving a particular problem, a final test of a
.° ,o , ." •'%

prototype design is often necessary. Ideally, such a test is

carried out under a service environment. Often, however, a test

under simulated conditions can provide a reasonable validation of

the design.

4.4.2 Measured Data

The next step after identifying the tests that are to be

performed is to identify the vibration and acoustic data that are

to be measured. A detailed description of measurement locations

and instrumentation is not needed at this point. However, it is "o .....

important to set out the variables that are to be measured and to .:-'..

identify the methods that will be used in applying the measured

data to the problem.

4-8
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4.4.3 Analytical Models

The development of analytical models of dynamic behavior are

important in interpreting the data. A model provides a basis for

identifying key system parameters that affect the severity of the

problem. A model also serves as a design tool for developing

solution approaches. The development of a system model must take

into consideration potential solution approaches in order that it

may demonstrate the performance improvement associated with the

solution.

Testing is often required to evaluate model parameters. In

addition, laboratory tests on component subsystems or on

idealized structures representative of the actual system are

often important in refining the model. The measurements can focus

on individual parameters in the model, thereby affording a

simpler interpretation of results in comparison with measurements

on the complete system. The structures tested can be subsections

of the actual system or fabricated test modules which exhibit

similar dynamic behavior as the actual system. --

System damping levels are a typical area where parameter

values are most appropriately defined based on measurements.

Analytical models of damping exist for particular material

configurations (e.g. constrained layer damping treatments), but

most often measured values on actual structures or empirical

estimates from data for comparable structures are the source for

model damping values.

Verification of the model is important in establishing its

credibility as the basis for designing problem solutions. This

generally involves comparisons with measured data from the actual

system under in-service operating conditions. An alternative to

comparisons with in-service measurements with actual sources is

comparisons with data from source simulation measurements.

It is sometimes sufficient to establish the accuracy of the

model for the subsection of the total system in which the

solution will be implemented. The reduced scope of the
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comparison is appropriate for demonstrating the model as a basis

for design of the solution and for evaluating the performance

improvement. Engineering judgment is required in deciding how to
limit the size of the subsection and the scope of the modeling,..

and comparisons that are carried out.

Chapter 8 on system response predict-'on describes the
"methods which are most closely associated with this task area. -. - -

In the antenna example, the method chosen for describing the

system's dynamic behavior was modal analysis.

4.5 DEVELOPMENT OF TEST PLANS

Sections 4.4.1 through 4.4.3 identify the tests to be

carried out. The program plan should include a detailed test

plan for each test that completely describes the test conditions,
measurements, and data analysis. A suggested test plan outline p
is given in Table 4.5.

4.5.1 Test Objective

The test objectives section of the measurement test plan
provides the motivation for the test. It includes a description
of the measurements which will be performed, the analysis methods

which will be applied to the measured data, and the relation of

the test results to the program objective. The objectives

section should be brief and introductory as later sections of the

test plan will describe the details of the test procedures.

4.5.2 Test Configuration

The first detailed section of the test plan describes the

object to be tested and the environment for the test. The

physical configuration of the test object should be described,

including any variations in configuration to be tested. These

configuration variations to be tested are often useful for

4-10 OF
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transmission path identification methods and for testing the p

effect of potential solution approaches. Backup material for

describing the configuration could include drawings or

photographs of the test object.

Mounting configurations for ground-based tests should be

specified. Free boundary conditions can be simulated by hanging

the object from bungee cords or by supporting it on air bags or

soft urethane foam pads. Fixtures or jigs for vibration tests

must be carefully designed, considering their effect on the NOLL

object and the measurements. For system identification tests

involving shaker excitation, the shaker attachment arrangemextt

should be specified to minimize the effects of rotational inertia

and mass below the force gauge. For damping measurements on

lightly-damped structures, the shaker damping can be a

*- significant addition to the system damping, so a provision for

shaker removal or the use of impact excitation should be --.

considered.

The range of operating conditions to be tested must also be

described. For in-service tests, this description would include

the maneuvers to be performed and the timing of the test to

ensure adequate data lengths for each maneuver. The choice of

operating conditions is extremely important for source

identification methods. Some sources will be stronger than

others during certain maneuvers, which makes them easier to

identify in analyzing the data. For ground-based or laboratory

tests the operating conditions are primarily the form of

excitation to be used (natural, random, impact, etc). The total

amount of data to be recorded and analyzed can increase greatly

if many operating conditions and configuration variations are

called for, so that the cost of the test must be considered in

setting these options.

In complicated testing situations involving many people and . ... "

large amounts of equipment, the configuration and operating

conditions of the test site itself may need to be specified.

Availability of personnel and equipment often requires careful

4-Il
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scheduling. Certain types of test may also require special Pr

safety equipment. Any special test site requirements such as

these should be written into this section of the test plan.
N%

4.5.3 Measurement Types and Sensor Locations

The test parameters specified in this section of the test

plan concern the selection of the particular quantities to be

measured, the number of sensors required, and the sensor

locations on the test object. The choice of measurement quantity •

(acceleration, strain, pressure, etc) depends on the purpose of

the test. System response measuremenLs are always required,

while source measurements such as force or aerodynamic pressure

are necessary for many system identification methods and they may UK.
be useful in the identification of sources and transmission

paths.
The choice of measurement quantity may also be used to ease

the dynamic range requirements for the instrumentation system. A

displacement measurement will often require a very high dynamic

range in order to resolve high frequency vibration. In this

case, an acceleration moasurement instead of displacement would

emphasize the higher frequencies. The goal is always to have the

measured spectruma be as flat as possible over the frequency range

of interest. Previously measured or predicted levels or spectra
can be valuable in choosing the measurement quantity, as well as

in choosing appropriate transducers and signal conditioners as

described in the next section.

The choice of transducer locations is also guided heavily by

previous experience. Conflicting with the desire to measure and

record everything about the test structure are a number of

practical limitations. Mounting difficulties are encountered

when surfaces are curved or fragile. Environments of temperature

and pressure extremes, nuclear radiation, or corrosive fluids may

exist. Sensor output signals must be routed by cable or else

telemetry will be required. Interference with normal and safe

4-12
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functioning of the test object must be avoided. The number of

channels available for transmitting or recording test data is

always limited by the availability of these systems. Because of

these limitations, the choice of sensor locations which will

satisfy the test objective is usually a compromise. FAR I.

In tests which will use artificial excitation, the locations

for the exciter device(s) must also be specified. When the test

object is large and massive compared to the vibration exciter,

the attachment should be made at a location of low mechanical

impedance (vibration antinodes) in order to maximize the power

that can be delivered to the structure. If the test object is

thin or light compared with the moving parts of the exciter, the

attachment is better located in an area of higher impedance on .-

the structure in order to avoid mass loading or rotational

inertia effects.

All transducer and exciter locations should be carefully

marked and identified by some code (letters and/or numbers) on

drawings of the test structure. Key dimensions should be noted

to aid in locating the proper points on the structure, especially

if the drawings are not to scale. A table of location codes,

coordinates, and a brief description of each location should also

be included in the test plan.

4.5.4 Instrumentation Requirements

The instrumentation system for the test includes the

measurement transducers, signal conditioners, and recording

system, as well as the playback system to be used for data

* analysis. In this section of the test plan, the instrumentation

system must be fully specified. Tne design techniques for •V

instrumentation systems and their components are discussed in

detail in Chapter 2 of this report. Section 2.4.2 on System

Design includes the procedures for designing a system to meet the

data accuracy requirements.
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The data accuracy requirements of the methods described in

this report for applying measured data to vibration and acoustic

problems (listed in Table 4.4) can generally be placed in one of

three classes: moderate, high, and extreme accuracy.
JIV

4.5.4.1 Moderate Accuracy Requirements

Methods using single time series analysis methods without

combining measured results do not require as much accuracy as do

those requiring the phase between dual time series or methods low

which use subtraction or division operations on measured data.

These methods obtain satisfactory results with less stringent

instrumentation requirements. The methods in this "moderate"

instrumentation accuracy class include those using vibration or i

acoustic levels, power spectra, or correlation with single

channel analysis. Examples are:

- Damping measurement by decay rate .-P
- Transmission path determination by correlation

- Response level measurements for comparison with predictions,
fatigue prediction, or vibration qualification tests.

The number of channels required for a test using these

methods can be just as high as any test. The difference is that

phase differences (small time delays) between the channels are

not important. A number of small tape recorders could be used to

record the necessary channels instead of one large, expensive

one. In terms of frequency band requirements, it is sufficient

to specify the amplitude response over the frequency band of

interest. Instrumentation bandwidths are less of a problem when

phase linearity is not important.

The dynamic range requirements are usually less than other

methods, ranging from 30 dB to 40 dB, depending on the importance --

of the spectrum shape at lower levels. The upper end of the

dynamic range is determined by the linearity of the

4-14
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instrumentation chain. For the methods in this class, the small V'--

non-linearities that can be encountered from some transducers (1-

5%) generally produce amplitude errors of the same order in the -.

results. FM tape recorder overmodulation must still be avoided, -...

as that produces far worse degradation. Tape transport flutter

is unimportant unless discrete tones and sidebands are to be

analyzed. The lower end of the instrumentation system dynamic

range is set by noise and interference. These effects are less

important for this class of methods, since the results are

usually dominated by the largest components of the signal.

4. 5.4.2 High Accuracy Requirements

The next class of methods for applying measured data to

vibration and acoustic problems requires higher data accuracy to

achieve satisfactory results. This class includes the methods

which use dual time series analysis where interchannel phase is

important. Also in this class are techniques which use further

processing on the single time series results from the previous

class. Some examples are:

- Frequency response estimation using single input excitation
- Cepstral analysis for transmission path identification

- Source identification methods using acoustic intensity,

cross-correlation, or cross-spectrum methods.

The number of channels for these methods is usually two or

more, with the phase between channels an important quantity. In

a test with a large number of channels, the channels used as a

pair for these methods must be recorded on the same tape

recorder. If the recorder has multiple record heads, better

results will be achieved if the channel pair is recorded on the . . . -

same head.

Frequency bandwidths must be specified in terms of both

amplitude and phase response for this class of methods. Sensor
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and instrumentation phase responses often deviate from the ideal

linear shape at frequency range extremes. Non-linear phase ..,• *....

responses can be tolerated in most of the analysis methods as

long as the phase differences between the channel pairs are small

over the frequency range of interest (5 degrees is a typical

spec). Exceptions to this rule are methods which require peak

amplitudes versus time, such as shock responses or certain

fatigue methods. Phase response must be linear over a very wide

frequency range for good results with peak response methods.

Dynamic range requirements vary with different tests, but

they are generally in the 40-60 dB range for the complete

instrumentation system. Linearity is much more important for

this "high accuracy" class of methods because of its effect on

the coherence between two signals. If the structure being tested . -

vibrates beyond the linear range of a response transducer, the

coherence between that transducer and all the other channels

becomes degraded. This effect causes errors in frequency

response estimates and the coherence function.

For system identification techniques using impact

excitation, the linearity and noise performance of the input

signal channel are especially important. Amplifier overload

may be difficult to detect after filtering, so particular

attention must be paid to the sensitivity of the impact sensor.

Noise signals in the input channel produce a biased estimate of

the standard frequency response function (regardless of the type

of excitation). Noise signals in the response channels simply
increase the random error of the frequency response function .

estimates. The dynamic range of the input channels is therefore .

more important than that of the response channels for this class _

of methods.

Interference signals cause differing effects depending on . -

whether they are correlated with the input signal. A correlated

interference pickup (such as acce] .rometer base strain) will bias

the frequency response function estimate. Uncorrelated pickup

appears as noise to the analysis.
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4.5.4.3 Extreme Accuracy Requirements

The most demanding class of methods includes those requiring -.-..

simultaneous multiple channel analysis. In these methods,

extreme data accuracy is needed. The phase response between many

channels is critical. In addition, the measured results are

often used in complex calculations involving subtraction,

divison, or matrix operations. Small errors in the measurements

can become magnified by the processing operations. The methods.-.

in this class which are covered in other report chapters are:

- Source identification by partial coherence

- Multiple input frequency response estimation

The number of channels for these methods is always three or

more, with the phase between all channels an important

quantity. In designing a recording system for such measurements, Oe

tape speed fluctuations and interchannel phase variations must be . .

minimized. Digital recording systems are often necessary in

order to meet phase response and dynamic range requirements.

Frequency bandwidth specifications are the same for this

"extreme accuracy" class as for the high accuracy class, that is,

both amplitude and phase response must be specified. The

channel-to-channel variations that can be tolerated are somewhat

smaller, with more precision needed as the number of sources

increases.

Dynamic range requirements also depend on the number of

sources or inputs. As the contribution from each source is .

removed from a measurement by the partial coherence analysis, the

effective dynamic range of the remainder is reduced (the noise *""-

level remains constant while the signal level is reduced). For -. **

example, in the case of two uncorrelated sources contributing

equally to a response measurement, the dynamic range is reduced

by 3 dB when the contribution of one source is subtracted. If
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the contribution from one source is 20 dB higher than that from

the second, almost 20 dB of dynamic range is lost when the first

* is subtracted.

Instrumentation system linearity is also important for this

"extreme accuracy" class of methods because of its effect on -

coherence functions. Errors caused by non-linearities in the

Stest object or in the instrument chain result in portions of the

measured signals that are not coherent with any source. Most

multichannel analysis methods assume that the vibrational or

acoustical propagation from inputs to outputs is linear, so they A

. do not account for the incoherent signals caused by non-

* linearities.

The effect of noise on these analysis methods is much the

-same as the effect on dual-channel methods discussed above. An

additional consideration in multi-input situations is that the

random error of frequency response estimates increases in the

presence of output noise or of additional uncorrelated inputs

(see Sections 5.2.2 and 5.3.1.1). Contributions to a response

signal from uncorrelated sources appear as noise when the

frequency response function from one input is being calculated.

Because of this effect, longer data records must be acquired so

that the analysis can achieve the same accuracy as in the single-

input case.

Interference signals cause similar effects for tnis class of

analysis methods as discussed above for the "high accuracy" ....

class. A correlated interference pickup (such as accelerometer

base strain) will bias the results because it is indistinguish-

able from the desired signal. Uncorrelated pickup appears as

noise to the analysis.

4.5.5 Data Analysis Requirements

The data analysis procedures needed for the application of

the chosen methods to the measured test data are specified in

this section of the test plan. Types of basic and higher order

4-18
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analyses as well as the detailed analysis parameters should be I'

specified. Signal analyzers and computer software packages which

are to be used should also be specified. Data presentation

formats must also be settled on.

Typical analysis parameters to be specified include:

- Number of channels to acquire simultaneously

- Analog filtering prior to sampling
- Sampling rate

- Continuous data lengths

- Total data lengths

- Digital filter types

- FFT lengths

- Window types

- Number of averages

Each method for applying measured data to acoustic and

vibration problems has its particular analysis steps, which are

described in later report chapters. There are a number of basic

analysis parameters, such as those listed above, that are common

to many of the methods. Several of these parameters may also

affect the test operations and the instrumentation requirements. . -"

4.5.5.1 Number of Channels to Acquire Simultaneously

The number of channels which may be acquired simultaneously

for analysis obviously depends on the type of hardware available

to the analysts. Similar restrictions probably exist in the

choice of A/D converter resolution and on the maximum sampling

rate of the data acquisition system. Analysis methods that

require the phase between channels must have at least two channel

capability. Multichannel analysis methods can proceed more

quickly if all of the recorded test channels can be digitized

simultaneously, thereby eliminating the synchronization

processing steps that would be required otherwise.
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4.5.5.2 Analog Filtering Prior to Sampling

Anti-alias filtering of the playback signals prior to *'5

sampling is always necessary. Methods which require good .-. .,

linearity and wide dynamic range may require more attention to

aliasing. A quick-look spectrum analysis of the playback signals

over a wide frequency band will usually indicate if the filters

are doing an adequate job. Spectrum components above half the

sampling rate must be attenuated sufficiently to meet the dynamic

range requirement of the analysis method. At the same time, the

frequency bandwidth requirements must not be ignored, so the

filters must have good amplitude and phase characteristics in the
frequency band of interest.

* 4.5.5.3 Sampling Rate

The sampling rate for the analysis is often the most

• important parameter choice. In addition to the aliasing and

frequency response criteria, some analysis methods require over-

sampling for extra time resolution (especially correlation time

delay methods) or require power-of-two sampling rates so that "

frequency bands are in round numbers after FFT spectrum

estimation. Sampling rates too low sacrifice frequency bandwidth
and time resolution, while overly high sampling rates increase

the quantity of data to be handled and processed. A high

sampling rate may cause the actual time length of continuous data

to be reduced (due to finite storage) and thereby reduce the

frequency resolution available for analysis.

4. 5. 5.4 Continuous Data Lengths

The time length of continuous data records limits the

frequency resolution of all analysis methods, because of the

fundamental time/frequency uncertainty. Data record lengths must ',

be long enough to ensure adequate frequency resolution for the

chosen analysis methods. The bias errors produced in different

spectrum analysis estimates by inadequate frequency resolution

4-20
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are discussed in Sections 3.2.3.4 and 3.3.3.7. Time domain

methods such as correlation also require that record lengths must.6 -

be .,iuch longer than the delay times of interest. Correlation

bias errors are discussed in section 3.3.2.1.

4.5.5.5 Total Data Lengths

The total length of data needed for analysis is the product

of the length of continuous records and the number of such *-.,-..*-

records that must be averaged. If the total length of recorded

data cannot be continuous because of test conditions (short

events) or data acquisition limitations, then some means of

identifying the continuous segments of data must be provuJed. If

the total length of data is continuous, then overlap averaging

may be used to increase the statistical accuracy of the results..-

4.5.5.6 Digital Filter Types

After the data has been digitally sampled, further

processing by the application of digital filters may be ....

desirable. These operations may involve DC and trend removal;

low-pass, high-pass, or bandpass filtering; sampling rate

conversion; differentiation; or integration. This processing is

performed either to increase the accuracy of further processing "' -

steps, or to "shape" the data for the purpose of display and...........-

later use.

4.5.5.7 Fast Fourier Transform (FFT) Lengths

The choice of FFT lengths, when applicable, is governed by a

tradeoff of frequency resolution (long FFT's) and statistical "-,'-.

accuracy (short FFT's and more averaging). Maximum transform

lengths are limited by the continuous data length discussed

"* above. When the data length is very long and the number of

averages has been set for accuracy requirements, processing time
or storage limitations become the limiting factor on transform
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lengths. Other considerations, such as zero padding, are

required for certain analysis methods.

4.5.5.8 Window Types

Windowing of data records before transform processing is

necessary when the actual data extends beyond the record (FFT)

length. The finite length of a data record causes "leakage" of

spectral energy from frequency ranges of high energy to ranges

with low energy. Frequency response estimates are particularly

vulnerable to leakage effects around system resonances, where the

input power spectral densities may be quite small and thus

subject to leakage noise from nearby spectral peaks. This effect

can be controlled (at the expense of some frequency resolution)

by the application of smoothly tapering windows to the data

record (see section 3.2.3.1). The choice of window types depends

primarily on the signal being analyzed - Hanning or Hamming

windows are usually used for random data, while windows with
narrower time widths and correspondingly wider frequency

bandwidths produce better results for periodic signals with well-

- separated peaks. Transient data captured completely within a

record does not require windowing in theory, but in practice

exponential or trapezoidal windows are occasionaly useful toi-*

reduce noise at the tail end of the transient. When exponential

windows are used to force a transient decay to zero, the damping

estimates will be biased high. This is a sign of insufficient

record length (or, equivalently, insufficient frequency

resolution) and must be corrected by using lower sampling rates

or longer FFT lengths.

4. 5.5.9 Number of Averages

The amount of averaging which is needed depends on the

signal type and on the accuracy requirement for the analysis .... -

method. Random data requires averaging in order to reduce

statistical errors (see section 3.2.3.4), while periodic or
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transient data is averaged to reduce noise. If appropriate _0 e .

triggering can be arranged, periodic or transient data may be

averaged in the time domain, but there is always some loss of

high frequencies in time averaging. Overlap averaging, where

portions of the previous data record are used in the _

current average, can increase the statistical accuracy if the

total data length is fixed, but the averages are not

independent. This means that the effective number of independent

averages (used in the error formulas) is not as great as the -- --

number of overlapped averages.

4.5.6 Test Report Requirements

The requirements for documenting the conduct of the test

should be specified in this section of the test plan. For simple

tests, the test plan itself and the plotted test results may be

sufficient. However, careful consideration of the value of test -

data (and the cost to repeat the test) leads to more effort in

creating detailed records of the test for the future use of the

results. Some items which might be included in this section are:

- Variations from original test plan specifications
- Types of intermediate results to include

- Presentation format for test results
- Long-term data storage

4.6 DOCUMENTATION OF RESULTS

An outline for documenting the results of the program is

shown in Table 4.6. The use of material that has previously been

prepared during the course of the program is emphasized to

-" diminish the need for an extensive report preparation effort.

The problem description is taken from the material prepared

according to the guidelines in Section 4.2. The statement of the

-4-23
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primary program objective, Section 4.3, is also readily adapted

for the final documentation. The discussion of tests and data

requirements in Section 4.4 can be condensed to describe the

tests that were actually performed. The analytical models are

then presented, accounting for modifications developed during the

course of the program. Details of the development of analytical

models and the detailed test plans and reports are presented in

the appendices. Where material of unusual interest was generated

as part of the program it would be included within the text of

the final document.

The remaining sections involve a presentation and evaluation

of results and the conclusions and recommendations. These dis-

cussions have as a primary focus the program objective of Section

4.3 and should be concisely formulated and responsive to the - - -

original statement of the problem.

4 -24%.
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Table 4.1 Primary Task Areas of Test Program Design
° w -

I. Problem Description: Presentation of the Problem to the .....-

Test Program Group. ,.-. .

1. Identification of the Problem

2. History of the Problem

3. Extent of the Problem

4. Impact of the Problem

5. Suggested scope of the test program

II. Program Objective: Formulation of the Goals and

Approaches of the Test Program to Achieve an Efficient

Solution of the Problem.

1. Problem review and statement -.

2. Primary program objective

3. Secondary objectives P.

III. Data Requirements: Development of an Overall

Plan for Achieving the Program Objective

1 1. Test identification

2. Measured data 2.t

3. Analytical models

4-25
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Table 4.1 Primary Task Areas of Test Program Design (continued)

4' -. -....

IV. Development of Test Plans: Preparation of Detailed Plans

Describing Each Required Test.

1. Test objective

2. Test configuration

3. Measurement types and sensor locations
4. Instrumentation requirements

5. Data Analysis requirements

6. Test report requirements

V. Documentation of Results: Preparation of the Test

Program Description and Conclusions.

1. Problem description repeated from I

2. Program objectives repeated from II

3. Description of tests, measurements and analytical

model s

4. Presentation and evaluation of results

5. Conclusions and recommendations

4-26
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Table 4. 2 Problem Description

I. Identification of the Problem

1. Statement of the problem, its general nature and

character.

2. Definitions of any special terminology employed.

3. Brief description of the system having the problem.

4. Evidence indicating the existence of present or

potential problems.

II. History of the Problem

1. Chronology of events pertaining to the problem.

2. Remedial Measures taken to alleviate or bypass the

problem.

3. Improvements resulting from remedial measures.

4. New problems introduced by remedial measures.

III. Extent of the Problem

1. Additional description of the system and the problem.

2. Hypotheses of the causes of the problem.

3. Possible solution methods.

4. Constraints on problem solutions.

4-27
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Table 4. 2 Suggested Outline for Problem Description (continued) •,.L

-'.. m

1IV. Impact of the Problem •.,.,

•- 1. Lost capabilities and functions of the system. • $

2. Diminished performance and efficiency of the system.,--_.

5. Extended demands or safety problems for personnel.".

V. Suggested Scope of the Test Program-Desripton (ontiued

1. Types of measurements: strain, acceleration, pressure, -f•.
e.tc.

2. Locations where sensing devices should be placed.•

3. Test conditions when measurements should be recorded. -°-°

.-. • , .

4. Types of data analysis desired.

S~~5. Analytical or statistical models to be used.•£•-•

4-2
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Table 4.3 Program Objective

I. Problem Review and Statement

1. Review problem description.

2. Resolve unclear areas.

3. Gather any additional information if necessary. .*--

4. Identify any imposed solution constraints.

5. Summarize the key points into a one or two paragraph

problem description.

II. Primary Program Objective

1. Hypothesize and discuss possible causes of the problem.

2. Evaluate potential solution approaches and criteria.

3. Describe the solution goal and the criteria for its .

evaluation in a statement of the primary program

objective. .

III. Secondary Objectives

1. Describe objectives of the test program which are

desirable but of lower importance than the primary

program objective.

2. Discuss the relative importance of these secondary

objectives.
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Table 4. 4. Data Requirements

I. Test Identification

1. Tests for quantifying noise/vibration environment

2. Tests for diagnosing sources and transmission paths

3. Tests to check or verify potential problem solutions

II. Measured Data

1. Identify data needed by each test

2. Identify data to be measured by each test

3. Identify methods to be used for applying measured data

4 -3'- '. '
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Table 4.4 Data Requirements (continued)

I. ,..-.l

III. Analytical Models

1. Models to be developed

a) system characteristics

b) sources

c) transmission paths

d) response prediction

2. Model parameters to be obtained from test data

3. Verification of the Model

4. Demonstration of possible solution designs

4-31
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Table 4.5 Test Plan Development

I. Test Objective: b.

1. Description of measurement to be performed

2. Data to be obtained from measurement *- -

3. Analysis methods to be applied to data

4. Relation of test results to the program objective

II. Test Configuration

1. Test object and physical configuration

2. Variations in test object configuration to be evaluated

3. Range of operating conditions W..

4. Test site configuration and operation

III. Measurement Types and Sensor Locations

1. Quantities to be measured

2. Measurement transducer locations

3. Source simulation (excitation) device locations

IV. Instrumentation Requirements

1. Measurement transducers

2. Signal conditioning

3. Recording and playback system

V. Data Analysis Requirements ..-.

1. Data analysis instrumentation

2. Data analysis parameters

3. Types of analysis

4. Analyzer hardware and/or software packages

5. Data presentation parameters

4-32 "
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VI. Documentation Requirements

1. Variations from original test plan specifications ,

2. Types of intermediate results to include V.
3. Presentation format for test results

4. Long-term data storage

"4-33
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Table 4.6 Documentation of Results

I. Problem description

II. Program objectives

III. Description of tests, measurements and analytical models

IV. Presentation and evaluation of results

V. Conclusions and recommendations

Appendices:

Analytical Models

derivations

ref inements

. - k..--. -..

Measurement Results

test plans

test reports
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CHAPTER 5. ESTIMATION OF SYSTEM CHARACTERISTICS

In this chapter we present various methods of using measured -. ".

data to estimate the characteristics of dynamic systems. The . r.5 . -'], >
most commonly used descriptor of system characteristics is the

frequency response function. The majority of this chapter deals -

with the methods of estimating this function for different types

of system excitations.
i An alternative descriptor is the impulse response function

which is the time dcnlain equivalent to the frequency response

function. Section 5.1 presents the relationship between these

two functions.

Another descriptor of system characteristics closely related

to the frequency response function is the level of damping or

energy dissipation. Section 5.4 presents various methods of

measuring damping of a dynamic system.

5.1 THE FREQUENCY RESPONSE FUNCTION

5.1.1 Basic Definitions

In general, the frequency response function of a dynamic

system can be defined as the level of response of the system due

to a unit level of excitation at any given frequency. The

parameters which measure the levels of excitation and response

are dependent on the system being considered. Some examples of

this will be given later in this section.

In order to better define the frequency response function it

is convenient to consider the excitation as an input to the dyna-

mic system, and the response as an output, as shown in Figure 5-1.

If the input X(f) is a sinusoidal signal with frequency f and the

output at the same frequency is Y(f), then the system trans'?r

function H(f) is given by

5-1
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H(f) = Y(f)/X(f) (5-1)

This transfer function is, in general, a function of frequency
and is equivalent to the frequency response function of the

system being modeled.

To be complete, the frequency response function must ..

represent both the relative magnitude and the relative phase of

the system response. Therefore H(f) is defined as a complex

number of the form

H(f) = IH(f)I ej ( (5-2)

where jH(f)I is the magnitude and ý(f) is the phase of the

frequency response function. If the time history of the input

signal is given by x(t) =X(f)I sin[2nft + a(f)] and that of the

output signal is given by y(t) =Y(f)j sin[2rft + a(f)] then

1H(f)1 = IY(f) /IX(f) I (5-3)

and

a(f) = 8(f) - a(f) (5-4)

An alternative representation of the frequency response

function uses the real and imaginary parts of the complex number

as follows:

H(f) = C(f) + j Q(f) (5-5)

where

C(f) = IH(f)I cos 4p(f) (5-6a)

Q(f) IH(f)I sin p(f) (5-6b)

The real and imaginary parts of H(f) are C(f) and Q(f), respec-

tively. Physically, the real part of the frequency response --.

5-3
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function is a measure of that part of the output signal which is

in phase with the input signal (the coincident component). The
4. imaginary part is a measure of that part of the output signal

"which is 900 out of phase with the input signal (the quadrature

component).

Three assumptions are generally made about a system input/

"output model in order to simplify the analysis of the frequency

response function. The first assumption is that the system is

linear. In a linear system a proportional change in the level

of the input produces the same proportional change in the level

of the output. This means that the value of the frequency

response function is independent of the absolute levels of the

input and output.

Another characteristic of a linear system is that an input

of a single frequency will produce an output at only the same

frequency.

The second assumption is that the system is passive. A

passive system has no internal sources of power.

The third assumption is that the system is time-invariant,

that is, its characteristics do not change with time. In a time-

"invariant system an estimate of the frequency response function

over a finite time period can be considered a stationary random

variable (see Section 3.3.3.6).

Although the definition of the frequency response function

in Equation (5-1) was stated for signals of a single frequency,

"* it can also be applied to signals of arbitrary time history.

This can be done by defining X(f) and Y(f) as the components of

x(t) and y(t), respectively, with frequency f. The functions

X(f) and Y(f) are the Fourier Transforms (FT) of x(t) and y(t),

respectively, defined by
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X(f) = x(t) e-j27vft dt 2 4

Y(f) = f y(t) e j 2 nftdt (5-7)

The reciprocal relationships are given by the inverse FT,

defined by

x(t) f X(f) e df

y(t) f Y(f) e j2ftdf (5-8)

These relationships cannot be implemented directly in

practice since they require information about the signals for all

K time or at all frequencies. Methods of evaluating the FT with a

"finite time sample of a signal are given in Section 3.2.3.1.

* Equation (5-7) shows that X(f) and Y(f) are complex quan-

tities due to the presence of the complex exponential in the

integral. They are of the form

X(f) = X(f)j ejOi(f)

Y(f) = Y(f) I ej (f)= (5-9)

The phase of each is relative to an arbitrary definition of when

t = 0 in Equation (5-7). The frequency response function H(f) is

then given by Equations (5-1) through (5-6).

The physical quantities used to represent the frequency

response function of systems in acoustics and vibration depend

5-5
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on the characteristics of the system. For acoustic systems, the

response variable is usually a pressure P and the excitation is W..-

"a volume velocity U. (U is defined as the average velocity V of

"a surface multiplied by the surface area S, or U = VS.) The

corresponding frequency response function is called the acoustic

impedance Z,

Z - P/U (5-10)

The inverse of the acoustic impedance is called the admittance.

For vibratory systems the excitation variable is usually a

force F and the response variable is one of the following three

motion variables: displacement X, velocity V, or acceleration A. -

The following table summarizes the terminology used for the

* various frequency response functions related to these variables

as presented in Reference [5-1].

VARIABLE PREFERRED

RATIO NAME SYMBOL

A/F Accelerance ---

V/F Mobility (Mechanical Admittance) Y

X/F Compliance

F/A Dynamic Mass ---

F/V Mechanical Impedance Z

F/X Dynamic Stiffness ---

The frequency response function of a physical system is also

dependent on the location of the measured quantities. When the

excitation and response variables are measured at the same loca-

tion, the ratio is called an input (or drive point) frequency

5-6 7.-T -.'.d
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response function. When the response is measured at a location -* €

remote to the excitation, the ratio is called a transfer Po

frequency response function. Other transfer ratios can be

defined in terms of either an excitation or response quantity

measured at two locations, such as: force, F 2 /FI; pressure, W7

P2 /PI; acceleration, A2 /AI; etc.

For the remainder of this chapter the symbols x and y will

continue to be used as two arbitrary, measured quantities with no

relationship to particular physical quantities.

5.1.2 Relationship to the Impulsive Response Function

An alternative descriptor of the characteristics of a

dynamic system is the impulse response function, h(t). Physi-

cally, this function is the time history of the response of a

system excited by a unit impulse. Mathematically, it is related .

to the frequency response function by the Fourier Transform as

follows:

=j j2Trfth(t) f H(f) e df

H(f) = f h(t) e-J 2 ftdt (5-11)

The relationship between the impulse response function and

the input and output time signals is given by

y(t) = f h(i) x(t-T) di (5-12)

5-7
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This relationship is more complicated than the corresponding one

for the frequency function given in Equation (5-1).

The integral in Equation (5-12) is called the convolution

integral. The value of the output y(t) is a weighted sum of the

values of the input x(t) at all times, and the weighting function *_ .

is h(t). For physically realizable systems, the value of h(t)

equals zero for t , 0. This means the system is causal (it does

not start responding until it is excited). Then y(t) is the - -

weighted sum of the current values of x(t).

Figure 5-2 illustrates in an approximate manner how the I

convolution integral works. The input x(t) can be divided up

"into a sequence of narrow pulses. Each pulse causes the system

to respond with the time history similar to the impulse response

function scaled by the amplitude of the pulse and beginning at

the occurrence of the pulse. The output y(t) is then the sum of

all these individual impulse responses. The convolution integral

is the limit of this operation as the duration of each pulse

approaches zero. For the special case of an input consisting of

an ideal unit impulse, the output is precisely equal to the

impulse response function.

* 5.1.3 Effect of the Transducers on the Frequency Response

Function

Thus far in this chapter it has been assumed that the input

and output variables have been measured with perfect accuracy by

the transducers. That is, the output voltage signal from the

*' transducer is an exact copy of the original dynamical variable

sensed by the transducer. This is never the case in practice.

Not only are errors introduced due to the presence of the

transducer, but there are errors as well due to noise which may

be present anywhere in the system and signal processing errors
in the A/D converter and in the spectral analysis. A general .'

discussion of noise is given in Section 5.1.4 and specific

5-8
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Figure 5-2. Impulse Decomposition of System Excitation and Response
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applications are presented in Sections 5.2 and 5.3. For present

purposes, it is assumed that there is no noise present in the

transducer, even though any transducer has a "noise floor" which

inhibits the detection of sufficiently small signals. Section

5.1.4 shows how the presence of noise in the transducer may be

represented as an additional input source of noise to the system.

Errors in the measurement of the frequency response function due -..-

to signal processing are discussed in Chapter 3.

Figure 5-3 illustrates the same single input, single output

as in Figure 5-1, except that the transducers are no longer

assumed to be ideal (i.e., flat frequency response and sensi-

tivity normalized to unity). There is a frequency response

function Tx associated with the input transducer and Ty associa-

ted with the output transducer. The simplest type of transducer

frequency response function is a numerical constant at all

frequencies within the bandwidth of interest. This constant is

the sensitivity of the transducer and typically gives the ratio A .

of output voltage for a given input excitation (due to acoustical %f

pressure, light intensity, acceleration of a structure, etc.).

If the frequency response of the transducer is not constant, then + ..... •

"the frequency response function T is a function of frequency.

Examination of Figure 5-3 shows that the true frequency

response function is

Hvlu(f) V(f)/U(f) (5-13)

whereas the measured frequency response function Hyix, which is

the ratio of the measured output signal to the measured input

signal, is given by, .

Hyjx Y(f)/X(f) (5-14)

5-11
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The frequency response function Hvju of the system is related to

the measured function Hyix by

•.'. .-- , -

Hvlu(f) = Hylx(f) [Tx(f)/Ty(f)1 (5-15)

Therefore, one has to multiply the observed frequency response

function of the system by the frequency response function

associated with the input transducer, and divide by the output

transducer frequency response function in order to determine the

true frequency response function of the system. If the signal

processing equipment in the laboratory includes a computer, then

these frequency response functions associated with the tranducer

calibration can be stored in memory and the appropriate opera-

tions can be carried out on the measured data. Additional

information on the types of transducers and how to choose the

right one for the desired type of measurement is found in

Chapter 2.

5.1.4 Effect of Noise on the Frequency Response Function

One of the most common problems with which the experimenter

or technician has to contend is the presence of noise in the mea-

suring apparatus or signal processing equipment. This section is

concerned with the presence of noise in the measuring apparatus,

that is, the input and output transducers, and its effect upon

the interpretation of frequency response function measurements.

Errors in the digital signal processing are discussed in Chapter 3,

Digital Data Analysis Technology, and in Section 5.2.

- Each of the transducers is assumed to have a frequency

response function associated with it (see Section 5.1.3) and

"there is assumed to be noise present in each of the transducers

as well. Figure 5-4 illustrates the system. These noise signals

5-13 ' --
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are summed with the input and output signals exciting the system,

and the signals X(f) from the input transducer and Y(f) from the

output transducer are:

X(f) : Tx(f) U(f) + M(f)

Y(f) =T (f) V(f) + N(f) (5-16)y

where the input and output noise spectra are M(f) and N(f),

respectively, and the input and output ideal spectra are U(f)

and V(f), respectively. If the noise source is located within
the system itself, then the output noise is summed with the

system noise before being sensed by the transducer. For clarity,

the noise has been assumed to be within the transducers as

expressed by Figure 5-4 and Equation (5-16).

An important practical simplification is that the noise

sources are uncorrelated with the ideal input and output signals,

and with each other. For example, there is normally no causal

connection between the true input signal u(t) to the system and
the input noise signal m(t). This condition that u and m are . -

statistically independent signals is expressed mathematically in

the statement that the cross-correlation function of u and m is

zero (see Section 3.3.2 for a discussion of cross-correlation

functions between two time series).

For present purposes, it is convenient to define the auto-

correlation and cross-correlation functions associated with con-

tinuous variables. The corresponding functions for time series,

that is, for discrete functions are discussed in Chapter 3. The

auto-correlation function Rxx associated with the signal x(t) is

defined to be

T
Rxx -t) lim (l/T) / x(t) x(t + T) dt (5-17a)

5-14
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The auto-correlation function is a measure of how the values of

x(t) are related to values of the signal at a later time (t + T)..

The cross-correlation function R associated with the signalsxy
x(t) and y(t) is defined by - --

T
Rxy(T) = lim (l/T) f x(t) y(t + T) dt (5-17b)

T* co 0 ,.."., -'.

It follows from these definitions that the auto-correlation

function is an even function of time delay, Rxx( T) = Rxx(- T).

The spectral density function Gxx(f) of the signal x(t) defined

only for positive f is related to the auto-correlation function

by

G (f) = 2 f Rxx(T) cos 27rfT dT (f > 0) (5-18a)

The cross-spectral density function Gxy(f) defined to be non-zero

only for non-negative frequencies f is related by the Fourier

Transform to the cross-correlation function by

Gxy(f) 2 f Ry (T) e-j2rft dT (f > U., (5-18b)

Now consider an arbitrary signal z which is the sum of two

signals x and y as follows:

z(t) = x(t) + y(t) (5-19)

It follows from the linearity of the definitions of the auto-

correlation and the spectral density functions that

R z z(T) R RXX(T) + Ryy(T) + Rxy(T) + Ryx(T)

and -.
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G (f) = G (f) + G (f) + G (f) + G (f) (5-20)zz xx yy xy yx

We return to the system in Figure 5-4. The statement that

the noise signals m(t) and n(t) are uncorrelated with either of

the ideal input or output signal is that _

RMU(T) = R (T) = 0 (5-21a)
mu nv

and the fact that the cross-spectral density is the Fourier

Transform of the cross-correlation function implies

Gmu (f) = G nv(f) = 0 (5-21b)

Consideration of Figure 5-4 shows the frequency response

function H to be the ratio of the ideal output V to to the ideal

input U as follows:

V(f) = HvIu(f) U(f) (5-22)

The measured input signal X from the noisy input transducer as

well as the measured output signal Y are related to the ideal

signals and noise signals as follows:

X(f) = Tx(f) U(f) + M(f) (5-23a)

Y(f) = Ty(f) V(f) + N(f) (5-23b)

The corresponding autospectral and cross-spectral densities under

the conditions that both of the noise signals are uncorrelated

with both the true input and output signals are
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Guv(f) =HvIu(f) Guu(f)

GXX (f) =Tx (f)1 2 Guu (f) + G mm f)

G (f) = *f T (f) Tu~)xy x (f G(f +Gmn (f)

(f) I T(f 2 Gvv(f) + Gnn(f)* (5-24)

Note that the input and output noise signals may be correlated;

i.e., Gmn is not assumed to be zero. The measured frequency

response function of the system Hyix(f) is defined by (see -7

Section 3.3.3.6):

G (f)
H (f ~--- 5- 25a)
yIXf) G x(f)

whereas the true frequency response function of the system is

expressed in terms of the spectral density functions of the ideal

input and output as follows: .

H M G u(f)(52b
uv

Use of Equations (5-24) and (5-25) implies the following relation

between the true and the measured system frequency response -. *.

function:

T~f) +mf [T (f) T (f)l
TMG M x y

H yIx(f) =Hv 1 (f) T f {- (1)}
x 1 mm -

uu ~(5-26) *
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Equation (5-26) is examined under several conditions. When

no noise is present at either the input or output, then this W V

equation reduces to: ".* -. %-*.

Hy x(f) [Ty(f)/Tx(f)) Hvlu(f) (5-27) '

The above relation is exactly the same as Equation (5-15). Now

suppose there is noise at the input only; that is, n(t) in Figure

5-4 is equal to zero but m(t) is non-zero. In this case the fre-

quency response function Hylx in Equation (5-26) simplifies to:

T y (f)/T (f)
Hylx(f) = Hvu G (f)(5-28)

1 + Gumm JT~f) 1-2

This equation is an important relation and shows that the

presence of noise at the input always results in a measured

frequency response function which is smaller in magnitude at all p

frequencies than if there were no noise present in the system.

Equation (5-28) is valid under the more general condition that

output noise is present, but that the output noise is uncorre-

lated with the input noise (so that Gmn = 0) . .....
The error enters because of a biased estimate of the input

autospectral density function; that is, Gxx is not equal to Guu. "

The measured cross-spectral density Gxy is equal to the true

cross-spectral density Guv, because the input noise is incorre- 7t

lated with the output of the system. The magnitude ot the bias

in the estimate of the frequency response function is seen to

be proportional to the the input noise-to-signal level a(f),

defined as

a(f) = Gmm(f)/Guu(f) (5-29)
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The coherence function y2 (f) discussed in Section 3.3.3.5xy
is a measure of the linear relationship of two arbitrary signals ,.N .0,

x and y, and is defined to be

jG Mf1 2

2 (f)Gxy (f)302
xy G x x (f) Gyy(f) (5-30)

The coherence function is a real, non-negative number whose value

lies between 0 and 1. The coherence function between two uncor-

related signals is always zero, so that the coherence function

between any pair of variables listed in Equation (5-21) is zero.

For example, the coherence function between the two noise

signals is

IG (f)12

Ymnn G mm(f) G nn(f) (5-31)

The cross-spectral density function Gmn between the input and

output noise signals and hence the coherence function Ymn is

zero as long as the noise signals are statistically independent.

This is the case when each noise signal is independently produced.

On the other hand, the noise signals are highly correlated if each

transducer is sensing electrical line noise at 60 Hz; if both

noise signals are caused by a common source then the coherence

function equals unity.

The coherence function y2  between the measured input and

output signals is a coherence function which is often encoun-

tered. The coherence function corresponding to the system in

Figure 5-4 is

G (f) 2
mn[ + Su f (Tx(f) Ty(f) (5-32) *. .'-

21 v (f y
=y(f) (5-32)xy[1 + 2] [1 + 2"

IT5 I
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where 8 is the output noise to signal ratio defined by

GA MG (f)

*vv

Many dual channel digital spectrum analyzers which are now avail- -

"* able compute this coherence function. The presence of input or

output noise reduces its value from unity. However, the extent

of the reduction critically depends on the coherence between the

two noise signals.

- 5.2 DIRECT ESTIMATION OF FREQUENCY RESPONSE FUNCTIONS

S5.2.1 Single Excitation Point

5.2.1.1 Single Response Point

This section describes the procedures used to measure a

single input, single output frequency response function, the

associated errors incurred, and the slight generalization to - -

include the case of a single input and multiple outputs.

The first stage in the estimation process is to define the

system of interest, as well as the inputs and outputs to that

system. Next, one chooses input and output transducers appro-

priate to the types of signals of interest (see Chapter 2).

The selection of instrumentation is complete with the choice of

(digital) signal processing equipment. The continuous signals

from the transducers are sampled and converted into a dual time

series (see Chapter 3). Let the input time signal be x(t) and

the output time signal be y(t). Then the digital signal pro-

cessing estimate Hylx(fk) of the frequency response function at
i" the k-th sample frequency fk is computed by

5-20
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Hylx(fk) Gxy(fk)/Gxx(fk) (5-34) .f

where Gxx is the autospectral density function estimate and Gxy

is the cross-spectral density function estimate. The relation of

the spectral density functions to the system frequency response

function is discussed in Section 5.1, and the digital signal

processing estimation of the spectral density functions is dis-

cussed in Sections 3.2.3 and 3.3.3. The effect of the non-ideal

behavior of the transducers is discussed in Section 5.1.3, and

Equation (5-15) shows the appropriate transducer correction

factor to apply to the estimated frequency response function in " "

order to estimate the true frequency response function H(f) of

the system.

A more troublesome problem is caused by the presence of ......

noise at some point in the system. The most important noise

sources are those located at (or within) the input and output

transducers. The input and output transducer signals x(t) and

y(t), respectively, are

x(t) = u(t) + m(t) %

y(t) = v(t) + n(t) (5-35)

where the true input and output signals are u(t) and v(t), and

the input and output noise signals are m(t) and n(t), respec-

tively. The presence of either input or output noise signals

produces a systematic error in the estimation of the frequency

response function. This error is given in Equation (5-26) of -

Section 5.1.4. There is always noise present in any laboratory

measurement. The important question is whether the noise affects

the estimate in a significant way. This question is most easily

answered by computation of the coherence function between the

input and output signals. Most dual channel digital spectrum

5-21
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analyzers supply the coherence function. The coherence function " "

is defined in Section 3.3.3.5 and discussed in relation to fre-

quency response furnction in Section 5.1.4. The coherence function

is equal to unity for linear systems with no noise present.

The presence of noise reduces the coherence function.

Therefore, during the measurement procedure one should examine

the estimate of "-e coherence function at the frequencies fk" A

value of the coherence function between 0 - 0.5 denotes that the

noise signal is comparable to or larger than the signals of inte-

rest. The estimates of the frequency response function at these

frequencies will be poor. Values of the coherence function near

unity implies that the estimates of the frequency response func-

tion are not significantly degraded by the presence of noise. If

there are large noise signals somewhere in the system, the exper-

imenter or technician must find their source and make suitable

changes in the apparatus and signal conditioning equipment in

order to make subsequently meaningful estimates of the frequency

response function.

The accuracy of the frequency response function estimate is

also degraded by statistical errors. These errors arise from the

limited validity of assumptions which underlie the digital signal

processing. These statistical errors are more fully discussed in

Sections 3.2.3.4 and 3.3.3.7. The errors can either be random or

bias errors. Random errors are due to the scatter in the various

estimates of a single variable and these errors are reduced by

ensemble averaging. Bias errors involve a systematic shift in

the estimate of any variable. For example, ignoring the non-flat

frequency response of any transducer introduces a bias error into

the frequency response function estimate. Reference (5-2] has a

full discussion of bias and random errors in spectral estimation.

A statistical bias error in the digital signal processing

is introduced due to the finite filter bandwidth of the FFT (see ."' *

Sections 3.2.3.4 and 3.3.3.7). The bias error B(G) in the

5-22
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estimate of the autospectral or cross-spectral density function G

is

2 ' fL
B[G(f)] b (5-36)

24

where G''(f) is the second derivative of the spectral density

function with respect to frequency and fb is the effective filter

bandwidth of the FFT. Since G'' is proportional to the curvature

of the spectral density function, then the bias error is largest

in frequency regions where the slope of G is rapidly changing -

near maxima and minima. The normalized bias error cb[G(f)] of

the auto or cross-spectral density function G is

2 "
Cb[G(f)] = B[G(f)]/G(f) = -(1/3) ( ) (5-37)

where Af 1/2 is the half-power bandwidth (see Section 5.4.4) for

the case of an autospectral density function maxima and the half-

peak amplitude bandwidth for the cross-spectral density function.

There are also random errors in the evaluation of the auto- :" "

spectral and cross-spectral density functions associated with the

digital signal processing. The variance V[Gxx(f)] in the esti-

mate of the autospectral density is

G2 (f)xx
V[G M(f) = MK (5-38)

xx MK

where the number of ensemble averages is M and the number of

averages at adjacent frequencies is K (see Section 3.2.3.4).

In this case, the normalized random error er[Gxx(f)] for the

autospectral density Gxx is

- . .i°° _ °V . o * °
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Er [Gxx(f)] = I/VMK. (5-39)r ,-2

Thus, increasing the number of averages diminishes the random

error to any desired level. If, in addition, third-octave

averaging is used, then each estimate of the autospectral density

is an average over the third-octave of the estimates for all the

sample frequencies contained in that interval. The factor K in

Equation (5-38) refers to the number of data points in the third-

octave. Hence, averaging the estimates over a wide bandwidth

l tends to smooth out the random error in the resulting estimate at

the expense of overlooking the detailed structure of the spectrum.

The variance V[IGxy(f) I in the estimate of the magnitude

of the cross-spectral density function assuming white noise

excitation is

IG (f)1
2

V[jG xy(f)jI xy (1 + 1 (5-40)
2AK Y

where �2 is the coherence function. At frequencies where the

coherence function between the input and output is low, the

random error of the cross-spectral density function increases.

For values of the coherence function close to unity, the relative

random error in the magnitude estimation of the cross-spectral

density function can be approximated by,

r [IGxy(f)I] = 1 (5-41)r xyy(f)! VM-K

Increasing the number of averages reduces the random error.

Errors in estimates of the spectral density functions pro-

duce error in the estimate of the input-output frequency response

function Hyix(f). This is because the frequency response

function is computed via Equation (5-34) as the ratio of the
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cross-spectral density to the input autospectral density

function. The relative random error in the magnitude JHjI xj and

the phase error in radians of the frequency response function

phase *xy are approximately equal to

2
{i - (f)}

Er[JHyýx(f)I] = •• Y (5-42a)
|¥y (f) i • MK _ .

Alxy = er[IHyjx(f)I] (5-42b)

That is, the random errors associated with the magnitude and

phase estimates of the frequency response function are equal and

they tend to decrease with the number of averages as I/VM.

The bias in the estimate of the magnitude of the frequency . -

response function may be computed in terms of the bias error in

the spectral density functions and is

IblIHYIx(f)II = [Gx (f) I + b2[Gxy(f)]} (5-42c)

EXAMPLE: We conclude this section with an illustrative

example shown in Figure 5-5. The system under investigation is a

flat aluminum plate of thickness h = 1.6 mm and area A = 1.5

m2 . Bending waves in the plate are excited by a shaker using

band-limited white noise from 10 - 1000 Hz. The input variable

is the force excitation at the driving point F, which is measured

by a force gauge mounted between the shaker and the plate. The

"* output variable is the acceleration response of the structure at

the driving point A, measured by an accelerometer with a flat

frequency response in the range of interest. The frequency

5 -25
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response function over the entire frequency range is desired in

2.5 Hz bandwidths.

The shaker is driven with a white noise signal which is

bandpass filtered from 10 - 1000 Hz. Both measured signals are • K.

also bandpass filtered from 10 - 1000 Hz. The signals are

sampled digitally and processed using the methods described in

Chapter 3. A sample rate of 2500 Hz is chosen for each data

channel using the criterion of Equation (3-2).

In order to have a frequency resolution of 2.5 Hz it is

necessary to obtain sample records of 0.4 sec according to

Equation (3-7) . This means that each record must have 1000 data

samples. (For convenience of the digital hardware, this number

would be adjusted to 1024 samples. Then either the frequency

resolution would change to 2.44 Hz or the sample rate would be I .

raised to 2560 Hz.)

The power spectral densities GA and GF and the cross-

spectral density GAF are computed according to Sections 3.2.3.1

and 3.3.3.1 (using a Hanning window function). The random error

of the measurement is reduced by repeating and averaging this

measurement over 100 sample records. Using Equation (3-80) the

standard deviation is then 10% of the measured values.

The accelerance of the plate (HAI F) is then computed by

Equation (5-25a) and the results are shown in Figure 5-6. The

sharp peaks and dips in the accelerance magnitude indicate esti- .-

mates with low coherence. W-7-

5.2.1.2 Multiple Response Points

Suppose that a system is excited by a single input, but now

therL are multiple outputs yi (i = 1 to n) rather than a single NW

output (see Figure 5-7). In terms of the example presented at

the end of the previous section, this would be the case where the

plate is excited at a single point and the acceleration of the

plate is measured at several points. We define a frequency

5-27
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response function Hi(f) which is the ratio of the Fourier Trans-

form Yi(f) of the i-th output to the transform of the input as

Sfollows:

Hy x f) Yi f)/X(f) (5-43) ;<

This definition is completely analogous to Equation (5-1) for

the single input-single output case. All of the material on this

section concerning digital signal processing estimation of the

frequency response function, the effect of transducers, and the

presence of noise is directly applicable to the case of multiple ** .*-

outputs. One need only replace the single output variable y by

any of the multiple output variables yi in any of the formulas.

In particular, the estimate Hyi x(f) of the frequency response

function between the input and the i-th output is computed using

the spectral density functions measurements as follows:

Gxy (f)

HYIx(f) (5-44)
Yi G (f)

xx

Single input, multiple output systems contain no new problems

that are not reducible to single input, single output systems.

5.2.2 Multiple, Incoherent Excitations

Consider a system which is excited by multiple inputs xi(t),

i = 1, ... , nx. The single output variable y(t) measures the

response of the system due to all of the input excitations. This

section is concerned with the special situation in which the

inputs are incoherent. This means that the coherence function " .... "

Yij 2 (f) between the i-th and j-th input is zero for each pair of

inputs as follows:

5-30
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2 Gij(f) . 2

Yij(f) = = 0 (5-45)

G. (f) G. (f)
i i 33

Equivalently, the two sources are incoherent when their cross-

spectral density function or cross-correlation function is

zero. The case where all the inputs in the system are coherent

(Yij 2 (f) = 1) is discussed in Section 5.2.3. Finally, the more

complicated situation where there exists partial coherence

(0 <Yij < 1) between the inputs is discussed in Section 5.3.
As in the earlier sections of this chapter, the system is

assumed to be linear and the inputs are assumed to be stationary,

ergodic excitations with zero mean value. Since the effect of

the transducers on the signal processing for the multiple input

system is handled in an identical fashion to that for the single

input system (see Section 5.1.3), then without loss of generality

we can assume that the transducers are ideal.

All of the essential effects of multiple inputs can be

considered using a system of two inputs and a single output,

as shown in Figure 5-8. The frequency response function Hvjl(f) -"-

is associated with the input Ul(f), and similarly HvJ2(f) with

U2 (f). In addition, there are noise signals Ml(f) and M2 (f)

present at each of the inputs and noise N(f) present at the

output. The measured input and output signals are Xi(f) and

Y(f), respectively. It is assumed that all of the three noise

signals are uncorrelated with respect to the true input signals

Ul(f) and U2 (f) and the true output signal V(f).

The basic relations of the system in Figure 5-8 are

Xl(f) = Ul(f) + Ml(f)

X2 (f) = U2 (f) + M2 (f)

Y(f) =Hvl(f) Ul(f) + HvI2(f) U2 (f) + N(f) (5-46)
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The cross-spectral density function Gly(f) between the measured

input Xl(f) and measured output Y(f) is calculated using the ...

definitions of the spectral densities given in Section 5.1.4 with -

the result -.-

* +~ ,+. • %,

*G 1 y(f) HV1i(f) G uul (f) + HvI 2 ( f) Gu u2(f) + Gmln(f) (5-47)

A siila eqatio fo G2 (f)may be written by interchanging the

subscripts 1 and 2. The system equations are written below with

general indices i and j, rather than 1 and 2 in order to make the

transition to the case of more than two system inputs. The

cross-spectral density function Guiv(f) between the true i-th

input Ui(f) and true output V(f) is

Gu~v(f) =Hvjj(f) Gu u(f). (5-48a)

This equation with i=l is, -"

G simil He i (f) G y (f) + be w uiun (f) G M(5-48b)

suThe above equations involve the unknown frequency response

trfunctions which we want to measure, but they also involve the

cross-spectral density functions G between the various inputs

to the system.

If all the inputs to the system are incoherent, then the-

cross-spectral density functions for each pair of inputs are

- zero. For the example in Figure 5-8, this implies

G (f) =0 (5-49)

Hence Equations (5-47, 5-48 and 5-49) imply

Giy(f) Guv (f) + Gmin(f) (5-50)
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The autospectral density function Gii associated with the :.•:.'..

-measured input x(f) is

Gii(f) =Guiui(f) + Gmimi(f), (5-51a) -'.,•:

-pr

another as well as with the noise is"--"-.. .

Oy~f =I~l(f)12G (f)f)12f
(U)lHG l(f) + Hv2f)2G (f) +' ..

Th a s t density u f nnasscia

(5-51b) " """

* .*g - -, o

The measured i-th frequency response function Hyui(f) is defined

by analogy with Equation (5-25) and its value is

GG nu -v'''(f) iHf G (f)
SH (f + (5-52)f. .

HyIi ( ) Gi (f) : vji(f { .. .1 + ij.._•...

"'• where ai is the noise-to-signal ratio of the i-th input defined

as follows: "-. ..

, . -

ai (f) =[Gmim(f)/suiu(f)] (5-53) •

* This equation relates the measured frequency response function to

Sthe true frequency response function Hvji for the i-th subsystem.

S~This equation for the incoherent multiple input case is equiva-Slent to Equation (5-26) for the single input case. Although the

discussion was only given for two incoherent inputs, it is

precisely equivalent for any number of incoherent inputs.
weeThis result is the important point of this sectionp If oned

* as follows
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has a system which is acted on by multiple incoherent inputs, the

resulting frequency response functions of the system are measured v. ".-.*,

in a manner exactly analogous to the single input system. It

does not even matter if there are multiple outputs. These mul- 4

tiple outputs are considered at the end of Section 5.2.1, where

it is seen that the multiple output case may be reduced to a

combination of single output systems. The resulting error

analysis is identical to that considered in Section 5.2.1.

The main practical question which must be determined is

whether or not the inputs are incoherent. This question is

answered by computing the various coherence functions between

the input signals. If all the coherence functions are zero,

then the system can be reduced to an equivalent combination of

single input, single output subsystems.

Any measurement of the i-th frequency response function

HyIi(f) is almost always combined with a measurement of the

coherence function iy 2 (f) between the i-th input and the output

defined as follows:
1G. 2-

2 iy
y (f) y(5-54)

For the two input system shown in Figure 5-8 the coherence

function between xl(f) and Y(f) is found from Eqs. (5-48,50,51

and 53) to be,

G 2

22 +H 1G 1+ 1+

Y(f vM ~u (5-55)
ly (1 + ct 1 )[IHvIl 1

2 Gu lU v12 U2 u 2  nn]

A corresponding equation to the above for input 2 is obtained by

, interchanging the subscripts 1 and 2. It was shown in Section

5.2.1 that the coherence function between the measured input and

5-35
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output signals is unity if there is no input or output noise

present. If there is no noise present in the two input case,

". then the coherence function yly is not equal to unity as can be

seen from Equation (5-55). In the absence of noise, the

"coherence functions satisfy the following relation:

1 ~2 (f 2~(f) (5-56)
1 Yly2(f) + y2y2f

The physical meaning of these coherence functions is that -ly 2G

is the output spectral density due to input 1, and similarly for .

input 2. Equation (5-56) is the statement that the output is

caused either by input 1 or input 2. Measurement of the

coherence functions provides information concerning which input

is producing the largest response at the output measurement

location. Similar considerations pertain for the case of more

than two incoherent inputs.

The relative random error in the estimate of the magnitude

-* of the frequency response function is given by a formula similar

to Equation (5-42) for the single input/single output case as

follows:

( 2-Y Y

C H i (5-57)
'" I~l iyl V 2M---

The bias errors are calculated in a manner analogous to the

single input case.

5.2.3 Multiple, Coherent Excitations

Now consider the case of a multiple input, single output

system in which all the inputs are (perfectly) coherent. Without

loss of generality, the case of two inputs is considered (see

Figure 5-9a). Two inputs are said to be coherent when the
coherence function y 1 2 2(f) between the two inputs is equal to

5-36
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unity at all frequencies in the bandwidth of interest. This is---

the opposite case to the one considered in Section 5.2.2 in which

the coherence function between the inputs is zero. The general . .,.

case of partial coherence between the inputs is considered in

Section 5.3.

A coherence function of unity implies that the two inputs i

are completely dependent. One method of stating this is to say

that there must exist a frequency response function H2 1 1 (f) (see

Fig 5-9b) which connects the two inputs. In this way, the output

signal depends only on the value of one of the inputs. Thus the

two input system reduces to a single input system when the inputs

are coherent, and similarly for any number of coherent inputs.

The statement that the coherence function between the inputs

of a two input system equals unity implies . -

* 11 G2 2G =G = (5-58)21 12 G

The cross-spectral density between the inputs and output is

computed with the help of the above equation to be

Gly =HIGI + H2GI2

G2y =HIG21 + H2 G2 2

= (G22) G•y (5-59)G12 ly

These equations, along with the definition of the input/output

coherence functions, imply

5-37:. .'-%:, * .5-7-.
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yly 2 (5-60)

The above equation means that each input contributes equally

to the output. Since both inputs are coherent, this is to be

expected.

Figure 5-9a shows the general two input system with noise

present at the output and Figure 5-9b shows the modification in

the system when the two inputs are coherent. In this case the

frequency response function H2 1 1 representing the deterministic

link between the two inputs is present. This figure shows that

a single frequency response function Hyl fully describes the

system response as follows:

Hyll = H1 + H2 1 1H2 (5-61)

Figure 5-9c shows a third way of describing the system.

It represents the coherent input system as a single input, double

output system. This example clearly points out some of the

pitfalls in interpreting multiple input/output systems. It is

not always obvious whether a given system response should be "?"

classified as an input or an output. An alternative formulation

exists which eliminates the oftentimes arbitrary distinction

between what is an input or output 15-3].
The errors for the multiple coherent input systems are

calculated [5-2] in a manner analogous to the single input case.

5.3 INDIRECT ESTIMATION OF FREQUENCY RESPONSE FUNCTION

5.3.1 Decomposition of Multiple, Partially Coherent Excitations.

This section describes how to analyze a multiple input sys-

tem in which the inputs are partially coherent. The two special

cases in which the inputs are fully coherent or incoherent are

S5 --39
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discussed in Section 5.2. Two inputs are said to be partially

coherent (or partially correlated) when the coherence function

between the two inputs defined in Equation (5-45) has a value

intermediate between zero and unity. The same assumptions

regarding the inputs as those described near the beginning of

Section 5.2.2 apply also in this section. In addition, it is

assumed that the only noise present in the system is at the

output of the system, and this noise is uncorrelated with any

of the inputs.

In general practice, one should compute the coherence
functions between the various inputs and the output. If any such

coherence function is zero, then that input makes no contribution
to the output and thus can be dropped from the multiple input

model. Along the same lines, the coherence functions between all

.airs of inputs should be calculated. If any such coherence

function is unity, then the two inputs are causally related and

can be replaced by a single input.

Reduction of a multiple input system with partially coherent

excitations to an equivalent system with incoherent inputs can

sometimes be accomplished without recourse to the analytic

methods of this section. This may be true, for example, in the

case of a panel excited by a turbulent boundary layer. The

pressure fluctuations are distributed in space with a certain

characteristic space-time correlation 15-4]. The excitation at

points on the panel which are separated by a distance larger than

the correlation length are statistically independent. That means

that transducers located at distances larger than the correlation

length give rise to incoherent excitations. Thus, prior

knowledge of the statistical character of the distributed source

*- excitation can be used to determine the most efficient spacing

of transducers. In this situation the techniques described in

* Section 5.2 may be used to evaluate the system frequency response

functions rather than the more powerful but also more complicated '
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techniques described in this section.

Another related factor is that the desired system response -:.-,..

parameter is frequently not for a single point, but rather a --.

spatial average of a response parameter over some part of a .•.O-

structure. This is particularly true when one is using a

statistical analysis in a frequency range of high modal density

of a structure, and therefore one is also averaging the response

over a frequency band (such as third-octave). It has been shown

that by averaging the response of a dynamic system over frequency

and space the correlated response of the system averages to zero.

This leads to a very simple model of the system (see Chapter 8

"on S.E.A.).
The analytical techniques used in this section transform the

original set of inputs to an equivalent set of incoherent inputs.

This decomposition is not unique. These calculational procedures

are much more efficient than older methods of treating partial

coherence using least-squares prediction techniques [5-5, 5-61.

The underlying concepts are introduced by considering a two

1input/single output system. The system is illustrated in Figure"....-J

5-10 and the linear system equations are "-

Y(f) = Hl(f) Xl(f) + H2 (f) X2 (f) + N(f) (5-62a)

2* *G H + + + HHG (5-62b)yy 1 1 l H2  2 2  Gnn 1 H2 G2 1  2 1 12

5 41. . -
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The two inputs are Xl(f) and X2 (f) the output is Y(f) the out-

put noise signal is N(f), and Hl(f) and H2 (f) are the system

frequency response functions which are to be determined in terms ,.,.*

of the various spectral and cross-spectral density functions.

The decomposition of the inputs into two equivalent inco-

herent inputs proceeds as follows. Write input X2 as a sum of

two terms, one of which is coherent with X1 and the other which

is incoherent. This relation is

X2 (f) = L2 1 1 (f) Xl(f) + X2 1 1 (f) (5-62c)

A more specialized notation for the subscripts is used in this

section as follows: X211 is that part of X2 which is incoherent

with X1 . Section 5.2.3 demonstrates that there exists an

equivalent frequency response function between any pair of fully

coherent inputs. Thus, the portion of X2 which is coherent with

X1 may be written as L2 11XI. The equivalent subsystem is S
illustrated in Figure 5-11.

Similarly, the output signal Y may be written as a sum of

two signals YY11 , which is incoherent with Xl, and LyjIXI, which

is coherent with X1, as follows:
.... .-. ..4 ..

Y(f) Ly li(f) X1 (f) + YY l(f) (5-62d)

This equivalent subsystem is also illustrated in Figure 5-11. 5,
The equivalent frequency response functions L211 and Ly11 are

computed from the measured spectral densities with the result

L2 1 1 (f) G1 2 (f)/Gll(f) (5-63a)

Ly1 (f) Gly (f/G. ,(f) 5-63b)
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Proceeding along similar lines, the signal gyjl may be

written as a sum of a signal Ly 1 2 X2 1 1 which is coherent with

X211, and a signal Yy 1 2 ! which is incoherent with both X1 and X2 .

The factorial notation (2!) in the subscript refers to a signal

which is incoherent with inputs 1 and 2. The only excitation

left in the original system of Figure 5-10 which is incoherent

with both input signals is the output noise N. Thus, we write

N(f) YyI 2 !(f) Yyll(f) - Ly 1 2 (f) X2 1 1 (f) (5-64) WOR.

Let G2211 be the spectral density function of the portion of the 4 -

input X2 which is incoherent with Xl, and let G2yl be the cross-

spectral density between X211 and Yy)l Then the equivalent

frequency response function LyJ2 is

Lyt2(f) G2 y 1j(f)/G 2 2 j 1 (f) (5-65)

Inspection of Figures 5-10 and 5-11b show that LyJ2 = H2 .

The representation of the output in the equivalent system

analogous to the original expression Equation (5-62b) is

Y LyjlXl + Ly 2X 2 jl + N (5-66a)

Gyy = JLy j) 2 GjI + LyJ 2 
2 G2 2 + Gnn (5-66b)

2 12)
Gnn = Gyy [(1 Yly2)(I - Y2yjl )] (5-66c)

There are no troublesome cross-terms in Equation (5-66b) as there

were in the original expression for Gyy. The coherence functions

in the above are defined in the usual way by '-'

5 -4 5 . - . -- ... '-.-"
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2 IG1 I2
y G y 5-67 a)

I2 11I
2

2 1 G 2(5-67b)" 2y j 1 G221Gyy I1 ?:•

Equation (5-66c) can be expressed intuitively. The total output

which is incoherent with X1 is Gyy(l - Yly2 ), and similarly the

output incoherent with both X, and X211 is
Gyyl - Yly 2 2yl This portion of the output signal is

precisely the noise signal.

The equivalent frequency response function may be used to

calculate the system frequency response functions as follows:

H2 (f) Ly 2(f) (5-68a)

Hl(f) : Lytl(f) - L2 1 1 (f) H2 (f) (5-68b)

Therefore, the equivalent frequency response functions L2 1 1, Lyll

and LyJ2 are evaluated using Eqs. (5-63a) through experimental

measurements of the spectral and cross-spectral densities, and

the true system frequency response functions may then be obtained

using Equation (5-68).

The multiple coherence function yy:x is defined as the

ratio of the output energy due to all the inputs to the total

output energy, as follows:

G -G
y:x (f) = yy (5-69)

yy

The multiple coherence function is found from Equation (5-66c)

to be

5-46
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Yy: x -ly - Y2yll )(5-70) I

The discussion of the two input system is concluded by i

pointing out the operational significance of the equivalent

frequency response functions shown in Figure 5-11a. The spectral

output at Y due to all the system inputs which are coherent with

X1 is ILy I2GII• This output includes not only all of input 1,

but also the part of input 2 which is coherent with input 1. The

spectral output at Y due to all the remaining system inputs which

are coherent with input 2 is lLyJ 2 
2 G2 2 1 1. That this equivalent

decomposition of the original two input system is not unique may

be seen by interchanging the subscripts 1 and 2 in Figure 5-11

and all the above formulas in this section. Nevertheless, the

consistent use of either decomposition leads to estimates of the

true system frequency response functions. This concludes the

discussion of the two input/single output system. ow .

The general multiple input/single output system [5-2] is

illustrated in Figure 5-12. The reduction of the original system

to an equivalent system with incoherent outputs proceeds exactly

as for the two input system. The first step is to decompose all

q inputs (1, 2, 3, ... , q) into a part which is coherent with

input 1 and a part which is incoherent, exactly as was carried

out in Equation (5-62c) for the two input system. After this

step the system consists of input X1 and (q-l) inputs which are

incoherent with Xl; these are X2 1 1 , X3 1 1 , -.. , Xqll. The next

step is to decompose the (q-l) inputs into the part coherent with

X2 but incoherent with XI, and (q-2) inputs which are incoherent

with both X, and X2 ; namely, X3 1 2!, X4 1 2!, ''', Xql2!. This

procedure continues until an equivalent q-input system, all of

whose inputs are incoherent, is obtained as illustrated in Figure

5-13. The resulting so-called conditioned inputs are Xi, X2 1 1 '

X312! ', Xi (i-l)!, and Xql (q-l)!"
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The equivalent frequency response functions Lyli in Figure

5-13 are calculated from N /

L yl 1 i l( ~ ) / i l i l ! i = l ., q (5-71) . • )

For i = 1, 2 these equations reduce to Equations (5-63b) and

(5-65). The spectral density function Gil (i.l)! corresponds to

the i-th equivalent input which is constructed to be incoherent

with inputs 1, 2, ... , (i-1), and similarly for the cross-

spectral density function GiyI (i-l)!" Algorithms for computing

these conditioned spectral density functions in terms of the ----

measured ones are given below.

Any true input Xj to the system goes through a procedure in

which the coherent parts of the first (j-l) inputs are subtracted .

off from the j-th input as illustrated in Figure 5-14. The

analogous procedure for the two input system is illustrated in

Figure 5-11a, and Equation (5-62c) is the algorithm for that

case. The equivalent frequency response function Ljii connects

the coherent part of the i-th and j-th inputs conditioned on the

first (i-h) inputs for i < j. For j = 4, the equations repre-

sented by Figure 5-13 are - ". *. ,

X = - (5-72a)

X412! X41 - L4 12!X 2 1 1  (5-72b)

X43 42 L4 1 3 !X3 1 2 ! (5-72c)

where the conditioned inputs in the above are

"X211 X2- L2jXl (5-72d)
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- [x3 L 3 ~1 1] -- L2 1X1](5-72e)

This example shows how all the conditioned inputs (X2 11 1 X4 13 !1
etc.) may be expressed in terms of the true system inputs and the

* equivalent frequency response functions Ljii!. The general algo-

rithm connecting the conditioned inputs to the true inputs is

=jk Xji (k-l)! -Ljlk!Xkl (k-l)! (5-73)

It is necessary to determine the Lj ji! functions in order

to make use of the above algorithm. The iterative algorithm

which expresses these functions in terms of the spectral density

functions is given below as follows:

L - jil!for i <( (5-74)

if i > j, then Li Ii! = 0, and Liii! always equals unity for all

* ~inputs. Fgr 5-15 shows the algorithm connecting the measured

spectral density functions Gjwith the conditioned spectral

density functions Gijlk! by means of the Li ii!. The first few

*terms of this algorithm are

G12 1-1 L2 jlGll (5-75a)

G11 G1 3 -L 3 11G1 1  (5-75b)

G112 G13 1 1 -L 3 j2 ! G1 2 1 1  (5-7 5c)

G211 G2 3 -L 3 1 1 G2 1 (-7d :-- ,

G22 1-2 L2 1 1G2 1  (5-75e)
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The general algorithm of which the above equations are special

cases is

Gijik! = Gij (k-l)! - Ljlk!Giki (k-l)! (5-76)

Each higher order conditioned spectral density may ultimately

be determined in terms of the measured spectral densities Gii

and Gij by this algorithm. Consequently, each Ljii! in Equation

(5-74) is calculated from the lower order conditioned spectral

densities.

It remains to calculate the conditioned cross-spectral den-

sity Giyl (i-l) between the i-th input and the output which occurs

in Equation (5-71) for the equivalent frequency response function

Lyli!. The algorithm is similar to Equation (5-76) with the

subscript j replaced by y; that is

Giy k! = GjyI (k-i)! - LylkGik (k-l)! (5-77)

The lowest order example of the above is

G2yI I = G2y - LyI lG21 (5-78)

where L is given from Equation (5-71) for i = 1 to be

LyIl = GIy/GII (5-79)

Given G2yll and G2211 (from Equations 5-75e and 5-63a), one can

calculate LyJ 2 using Equation (5-71) with i = 2.

This process continues until all the equivalent frequency

response functions Ljii! and Lyji have been calculated using

Equations (5-71) and (5-74) starting from i = 1 and j = 2. The

true system frequency response functions are related to the

equivalent functions by
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Hq Ly q (5-80a)

q --.. . %-.

H. = Lyi j.- !l LI.i!Hj i = (q-1) (q-2), ... , 1 (5-80b)-
j~i+1

Equation (5-68) is the corresponding pair of relations for the

two input system.

The partial coherence function yiylk! between the i-th

input conditioned on the first k inputs and the output is

2 
IGiylk! 2

Yiy=k! G for k < i (5-81)Tiylk! iijk! Gyyjk! "

In order to compute this partial coherence function it is

necessary to compute the output autospectral density function

Gyylk, conditioned on the first k inputs, which is equal to

GyyI = Gyy 1 (k-l)! - ILyk) 2 GkkI (k-l)! (5-82)

The autospectral density Gnn of the output noise signal is by

definition that part of the output signal density which is inco-

herent with all q of the inputs. It is expressed in terms of the

measured output autospectral density and the partial coherence

functions of all q inputs (i = 1, 2, ... , q) conditioned on the

first (i-l) inputs, respectively, by

Gnn = Gyyjq! = Gyy[l-Y ][l-y22 ((q-l) 5-83)

This is an important relation, since it allows one to estimate

the output noise power spectral density. If this signal is large

relative to the total output, then that implies there are addi-

tional inputs to the system which are not being accounted for.

The multiple coherence function Ty:x defined in Equation

(5-69) is a direct measure of the presence of additional inputs,
since it is the ratio of the output signal density due to all the
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inputs considered and the total output signal density. Use of

Equations (5-69) and (5-83) implies

2 22 22
[(l-y)(l-Y 2 ) 2 (5-84) .•y:x = ylq! ") .ly~ l .q..-•.-•.-•.

If there is no noise present in the system which is not accounted

for by any of the inputs, then the multiple coherence function is

equal to unity.

5.3.1.1 Errors

The random error in the estimate of the multiple coherence

function [5-21 is

22[l y Y .

iy 2 =:x (5-85)
r y:x yx1Mlyy:xl VM-q-•.'o-,-'x

The important feature this and other of the random error formulas

is that the relative error is reduced by a factor /M-q in the

denominator rather than VM. The relative random error in the

estimate of the magnitude of the equivalent frequency response

function Lyli is

2 1/"2[i - iyl (i- ) 1. . .
C r [ILy1I i1 = " (5-86a)

Yiy (i-l)!' 
MU+

whereas the error in radians in the phase estimate of the

eqaivalent frequency response function is

A~iy ef!Ly i ] (5-86b) -""'"

This equation is very similar to Equation (5-42b) for the single
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input/single output system. Equation (5-86) has the additional

property that for a given number of averages M, the random error

increases as i goes from 1 to q. This error can be made suitably

small by increasing the number of statistically independent

averages.

5.3.1.2 Example

The coherence metnod of analyzing multiple input systems was

applied to the study of noise generation by a diesel engine [5-

10]. The six inputs to the system were the pressures in each of

the six cylinders of the engine. The output was considered to be

the engine noise acoustic pressure measured at a point three feet

from the engine surface. Figure 5-16 shows the multiple

coherence function between the six inputs to the system and the

single output over the frequency range 500-3500 Hz. It can be

seen that the multiple coherence is large over the range 500-2500

Hz which implies that the output noise is produced by the six

identified inputs of the system. The coherent output power

y:x Gyy is illustrated in Figure 5-17 along with the total

output power Gyy. This figure snows that the coherent power,

produced by sources coherent with at least one of the six inputs,

is within 3 dd of the total power over most of the frequency

range between 500-2500 Hz.

A second example involving partially coherent sources is

described in Section 7.1.3.2.
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5. 4 ESTIMATION OF DAMPING

5.4.1 Measures of Damping

5.4.1.1 Introduction

Damping is an important parameter in the frequency response

functions of dynamic system. Because it is difficult to deter-

mine damping values analytically, there is a strong dependence on

experimental evaluations of the damping. Typically, one wants to

determine the value of the damping as a function of frequency.

In certain situations where nonlinear processes such as turbu-

lence are important, the damping is measured also as a function

of excitation level. The effect of damping on frequency response

functions depend on whether a drive point or transfer frequency

response function is being considered. In drive point response

functions the resonant peaks and dips are reduced in amplitude

and broadened in frequency by increased damping, but the average

value of the response function does not change. However, with

transfer frequency response functions the damping is often the

controlling factor of the average response level.

Damping measurements on flight structures are complicated

by the fact that damping values often change with the flight

environment. Internal damping of some materials change with

temperature and age. Air pumping at riveted joints depends on

ambient pressure. Also, for lightweight surface shells the

radiation damping of the vibration is a significant factor which

changes with the conditions of the surface air flow. Standard

damping measurements of mechanical structures using a measure of

the decay of energy with time is usually only feasible in ground _

tests because a fairly low background noise level is required.

These methods are most appropriate for measurements of the

damping of interior elements of a flight structure and must be

5-r r0
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used with caution for elements which are subject to temperature

variations or fluid loading.

This section is concerned with the various measures of

damping and their inter-relationships. The remainder of Section

5.4 is concerned with the various methods of experimentally

estimating the damping.

5.4.1.2 Experimental Methods

In its most fundamental form, damping refers to the loss

of energy of a system over time. The energy E(t) of a lightly

damped oscillator decays exponentially with time with a

relaxation time T as follows:

E(t) = E0  e-t/T (5-87)

The energy at time t = 0 is E0 , and the initial energy has

decreased to 37% of its inital value after a time interval of

t = -. A measurement of the relaxation time of this simple

system completely characterizes the description of the damping.

In most realistic systems the damping varies with the fre-

quency of excitation. It is convenient to describe the energy

decay in terms of the loss factor n by

E(t) E 0 e-nwt (5-88a)

where the angular frequency w is related to the frequency f by

w = 2ff (5-88b)

Then

(l/wt) (5-88c)

One simple method of measuring the loss factor is to measure the

time T6 0 it takes for the energy to decay to 10-6 of its initial
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value; equuivalently, the so-called reverberation time T0is thep

p

time it takes for the energy level to decrease by 60 dB. The

reverberation time is related to the loss factor by

ln (10) 2.2
wT fV (5-89)

60 60

If the energy decays exponentially with time then the energy

level measured in decibels decays linearly with time (its slope

is a straight line) . More complex systems do not typically

exhibit true exponential decay. It is often convenient to define

a reverberation time based on the initial straight line slope of

the energy level decay curve (see Figure 5-18).

Another common measure of damping in a simple oscillatory

system is the half-power bandwidth tf As im..plied by its

name, the half-power bandwidth is most simply defined by a

frequency domain representation of the power loss in the system.

SResonance in a simple mechanical oscillator occurs at a frequency

Snf when the mobility, defined as the ratio of the velocity of the

*oscillator to the driving force, is a maximum. If the force

excitation is independent of frequency, then the power injected

into the system is proportional to the real part of the mobility.

Thus, the half-power bandwidth is the frequency range over which

the real part of the mobility falls to half its value. This

half-power bandwidth is related to the loss factor and resonance

frequency of the oscillator by

the ene2 fe d 0  (5-90)

The half-power bandwidth is a useful measure of damping in

systems with many dedrees of freedom as long as this bandwidth

is small compared to the mean frequency spacing between the sytm-'

resunances (see Section 5.4.4)m
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Other measures of damping are sometimes used in frequency

response function measurements on spatially extended systems.

One such measure is the energy attenuation coefficient a, which

is defined to be the increment in the energy loss over a small

increment of distance. The relation of the attenuation coeffi-

cient to the loss factor of a system whose resonances do not

significantly overlap is rather complicated and depends on the

spatial separation of the two measurement locations and the

impedances at these locations. In a system with significant

modal overlap, the damping may be described in a statistical

manner which naturally leads to a consideration of an average

attenuation coefficient (see Chapter 8).

The equivalent viscous damping coefficient sand the damping

ratio care sometimes used to define the damping. These are

dofined in terms of the loss factor q by

=2 c = 2r (5-91)

where the critical dampinj coefficient is tihe smallest value of

such that the oscillation is critically damped. For a simple

harmonic oscillator of mass m jn~l sprinj constant k described by

the relation,

x(t) + 2ck(t) + (kim) x(t) 0 (5-92a)

the critical damping coefficient is

6c 'km (5-92b)

The sapeirscript () denotes a time derivative. For a bending

wave displacemntent y on a beam of density p, bunding stiffness B,

cross-se-ction area A, and be2ndinj wave number kB dJs-cr iLed by the

relation,
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y + 2a + B k/B (pA) y =0 (5-93a)

where the critical damping coefficient is

S(BkB/pA) 1/2 (5-93b)

5.4.1.3 Example

We discuss as an example of a damping measurement the

equivalent viscous damping coefficients associated with each of

the widely-spaced resonant modes of a lightly damped beam [5-

11]. The beam was excited by a shaker mounted at one point and

the acceleration was measured at another point. The damping . -.- "

information was determined using a computer via the Modal

Analysis and Modeling Systems (MODAAS) software package. Given

the measured transfer function, the computer program chooses a

least-squares fit for the resonance frequency and viscous damping

coefficient associated with each of the widely-spaced modes.

Figure 5-19 shows the measured transfer function magnitude

along with the computed least squares fit associated with one of

the resonant nodes. The estimate of the resonant frequency is

265 liz, and the estimate of the damping ratio ýis 0.01396.

5.4.2 Energy Decay Method

The energy decay method is used to estimate the rever-

beration time of the system from which the loss factor may be

inferred by Equation (5-89). Perhaps the simplest method is

to use an impulse as the excitation. One measures the total

PNS amplitude decay of the system as a function of time. The

reverberation time is the time it takes for this response level

to tall uy 60 dB. One does not usually measure this time

dir(:,tly. Instead one measures the initial slope of the response
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level as a function of time and continues this slope downwards

until the response is 60 dB down (see Figure 5-18).

In a measurement of this sort all the frequency dependent

information on the damping is lost. One can determine the fre-

quency dependence of the reverberation time by using narrow band

(typically third-octave) filtering of the measured response. The

output of the filter may be connected to a graphic level recorder

or storage oscilloscope in order to determine the initial slope.

The method of generating the impulse is typically a hammer

impact on a structure, the bursting of a balloon, firing of a

gun, or a spark plug discharge for the case of an acoustic exci-

tation. The limitations of any of these metnods is that the

frequency range over which data may be acquired is limited by the

finite duration of the impulse. A finite duration impulse of

duration At has an approximately uniform frequency spectrum for

frequencies small compared to (1/At). One may also excite the

system with a broad band noise excitation and measure the ampli-

tude fall-off immediately after the source is turned off. This

type of input excitation has the advantage of better repeata-

bility of the stimulus as well as the fact that the vibrational

reverberant field is fully established before the excitation is

removed. One can also use bandpass limited noise in order to

investigate the frequency dependence of the reverberation time,

thus eliminating the need for careful filtering of the output

response. A practical drawback is that more instrumentation is

required to carry out the measurement. The main source of

computational error is associated with the determination of the

initial slope of the decay.

A practical source of error associated with any impulse

technique is that the short duration of the impulse degrades

the signal to noise level. Increasing the duration degrades the

frec-uency bandwidth of the measurement. The very wide dynamic

range of impulse measurements forces the technician to be very
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aware of the dynamic range of the transducers and other

instrumentation.

A different source of error arises in measuring the rever-

beration time of any system with a high degree of modal overlap.

The implicit assumption in a measurement of reverberation time is

that an ensemble average is carried out over a large number of

identical systems. As long as the system is ergodic, an ensemble

average may be achieved by spatial averaging over the system. In

the absence of this averaging, there can be large variability in

estimates of the reverberation time. Very precise estimates of

the reverberation time are possible if one statistically averages

the decay curves [5-7].

In measurements of reverberation time on structures one must

take into account the possible effect of the mass loading of the

driver on the structure being excited. Whether one is using an

impulse excitation or a steady state excitation which is switched

off, tne decaying excitation involves the motion of the structure

coupled with the driver. One may assume that the resulting

reverberation time of tne structure plus the driver is the rever-

beration time of the structure alone as long as the mass of the

driver is negligible.

5. 4. 3 Autocorrelation and Random Decrement Methods

The damping of a single degree of freedom oscillator may - -

be measured using the autocorrelation function of the system

response variable or using the random decrement method. By use

of appropriate bandpass filtering, these methods may also be used

for a system whose resonances are widely separated relative to

their half-power bandwidth.

The autocorrelatiJon fnction Rxx(t), defined by Lquation

(5-17a) is proportional to the free vibration energy decay of a

simple harmonic osci ilAtor when the excitation is a stationary,

aauss ian r aniom process see Chapter 3) . Thus, the amplitude
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envelope of the autocorrelation function is given by Equation

(5-88a). Estimates of the autocorrelation function give a direct

estimate of the loss factor.

The Randomdec signature Dx (t) is generally defined to be

the average of the time histories of the ensemble of samples-£-, .

whose initial vibratory amplitude and slope are identical. An

alternative formulation assumes a less restrictive requirement

that all members of the ensemble have the same amplitude (trigger

level) X0 at time t = 0, without restricting the slope. It is Iwo

assumed in Randomdec analysis that the amplitude envelope of the

Randomdec signature is proportional to the free decay of the

system given by Equation (5-88a). When the linear system is

excited by a stationary, Gaussian random process, the Randomdec

* signature, based upon the ensemble of time histories whose

trigger level X is identical, is in fact proportional [5-81

to the normalized autocorrelation function as follows:

R Wt
D (t) = X (5-94)x R (0) 00 XX

Note that the Randomdec signature is also proportional to the

trigger level.

Techniques for estimating the autocorrelation function are

discussed in Sections 3.2.2 and 3.2.3.2. The statistical errors

in estimating the autocorrelation function are discussed in

Section 3.2.2.1. The variance of the estimate of the Randomdec
signature is given by

[ (0) R1 (t) 2
V[D tK (Q)] } (5-95)

0 x x

under the condition that the excitation is stationary, Gaussian

random process with zero mean. The variance decreases with the
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number M of ensemble averages. This estimate of the variance

is valid under the condition that individual samples of the ' -

Randomdec time histories are uncorrelated. This implies that

successive samples are taken at time intervals exceeding the time

for which the autocorrelation function Rxx(t) is non-negligible. p.
The variance increases when the samples are correlated. It

follows that convergence of the estimate can be obtained with

fewer, more widely spaced samples.

5.4.4 Spectral Bandwidth Method

Section 5.4.1 identified the half-power bandwidth of a

single resonance peak as a measure of damping. This is strictly

true for a single degree of freedom oscillator. It is also

approximately true for a multi-degree of freedom system if the

resonances are well separated in frequency. The average sepa-

ration between resonant frequencies is called the mean modal

frequency spacing 6f. The resonances are considered to be well

separated when

Af << 6f ( - 6

1/2 (5-96)

This condition is also called "low modal overlap." In the

vicinity of the resonant frequency of any resonance of such

a system, the mobility of a structure or the impedance of an

acoustical system resembles the analogous quantities for a single

degree of freedom system. Therefore, the half-power bandwidth

of such a resonance can be used to estimate the loss factor

associated with that particular mode of the system.

If the resonance peaks do overlap, then the apparent band-

width of a resonance is broadened. When the peaks are spaced

even more closely, then it is no longer possible to resolve two

or more peaks. The response of the system becomes smoothed out.
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The vibrational field within this type of system is called a

reverberant field. The usual criterion that a field be rever-

berant is that

)f 3 6f(5 7'/ ( 5 -9 7 ) --

The autocorrelation method of estimating damping requires

that the resonant peaks be widely spaced. Since the transform

of the autocorrelation function is the autospectral density and

since the half-power bandwidth involves the autospectral density

of the absorbed power, then these two methods are necessarily

closely interrelated.

A simple method of measuring the half-power bandwidth is -

to examine the power spectral density as a function of frequency
with a narrow band analog filter whose bandwidth is much less

than the half-power bandwidth of interest. The response level

is noted at the resonant frequency, and the analyzer is slightly w
detuned off resonance both above and below the resonant frequency

until the response level is 3 dB down. The 3 dB bandwidth of the

response level is the half-power bandwidth of the resonance peak.

There is a bias error associated with this measurement since the

measurement of the response level at the resonance frequency

underestimates the actual value for reasons identical to those
given in conjunction with Equation (5-36). This error is reduced

by reducing the analysis bandwidth.

One can also measure the absorbed power of the system using

digital signal processing. For example, the mobility of a

structure may be estimated as the ratio of the cross-spectral

density of the force and velocity to the autospectral density of

the force. The half-power bandwidth of the resulting frequency

response function may be measured as long as the frequency

bandwidth of adjacent bins is small relative to the bandwidth of

the resonance. Methods for measuring this frequency esponse
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function are discussed in Section 5.2 along with the associated

error analysis.

5.4.5 Integrated Impulse Method

The integrated impulse method is used to measure the rever-

beration time in a single measurement, thus eliminating the need

for averaging. It was first developed in an application to room

acoustics [5-9], but the technique is generally applicable. In

the reverberation decay method a system is excited by a random Iwo

noise source. A particular source and receiver arrangement is

chosen. The source is abruptly switched off at time t=O and the

slope of the decay curve of the output response gives the

reverberation time of the system as discussed in Section 5.4.2. i

The ensemble average of squared output response decay curves y(t)

is related to the integral witched off at time t=O and the slope

of the decay curve of the output response gives the reverberation " -

time of the system as discussed in Section 5.4.2. The ensemble

average of squared output response decay curves y(t) is related

to the integral of the square of the impulse response function as

follows:

2 2y (t) = N f h2(i) d (5-98)
t

The noise power per unit injected into the system in the

reverbertion decay experiment is N (this is the average

autospectral) density of the input in the filter bandwidth. The

integral is from arbitrary time t to infinity where the impulse

occurs at t=O. The impulse response function is the Fourier

transform of the frequency response function relating the output

response to the input signal and is discussed in Seciton 5.1.2.

In the impulse response method the damping is evaluated based on
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the right hand side of Equation (5-98) if the impulse response

function is known. If the impulse response function is not

known, it is most conveniently measured by using a finite

duration impulse. Ideally, the measured response y(t) to an

impulse is the impulse response function. The finite duration of

the impulse limits the high frequency resolution of the

measurement system in a manner discussed in Section 5.4.2. The

measured impulse response is filtered (for example, in a third-

octave band), analogous to the filtering of the random noise-

source in the reverberation decay method. This filtered response- - .

* is then recti fied (corresponding to calculating y2 (t) ) and

* integrated from time t out to later times. The upper limit of

temporal integration is determined by the background noise level

in the system. The process of rectification and integration may

be carr ied out us inj a f ull-wave recti f ier voltmeter , op amp

integrating circuit, and strip chart recorder. Alternatively,

one may record the signal and subsequently analyze it on a

computer, or digitally sample and process the data in real time.

f tOne feature of the integrated impulse method is that the

resulting reverberation deca y curve is applicable for a particu-

lar source and receiver spatial configuration. A drawback of

this technique relative to the averaging of energy decay curves

described in Section 5.4.2 is that the dynamic range is less in

the intedrated impulse method. This is because the energy decay

method uses a continuous random signal which is abruptly switched

off, whereas the integrated impulse method uses an impulse exci-

tation. The advantage is that the integrated impulse technique

is very simple in terms of instrumentation requirements, and the

ensemble average is obtained with a single measurement.

r
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CHAPTER 6. IDENTIFICATION OF TRANSMISSION PATHS

This chapter presents methods for applying measured data to

the task of transmission path identification. Following pre-

liminary definitions in Section 6.1, nondispersive wave

transmission is described in Section 6.2 and dispersive wave

transmission is described in Section 6.3. Transmission path

identification methods may be grouped into two classes; (i) time

domain methods such as time delay measurement, cross-correlation

analysis, and impulse response analysis, and (ii) frequency

domain methods such as the cross-spectral density method and the

smoothed coherence transform technique. This chapter of the

compendium describes the use of such techniques.

6.1 TRANSMISSION PATH MODEL

Tne identification of transmission paths in dynamic systems

is useful both for the identification and diagnosis of the

sources of excitation of the system. It is also important in

order to understand why the system responds the way it does and

how to solve the problems that exist. After the transmission

paths have been identified, they can be modelled (see Chapter 8)

in some manner to predict changes in the system response to

changes in the system inputs and system design (involving the

system frequency response functions).

The simplest type of transmission path is that corresponding

to propagation of a signal. Examples include the propagation of

an acoustic wave in free space, and wave excitation in a very

large homogeneous structure produced by a pulse excitation over

sufficiently brief durations that the excitation has not yet .

arrived at any boundary of the structure. One usually regards a

propagating wave as one in which there is negligible reflection

of energy at any point in the medium.

61
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A propagating wave is said to be attenuated if the energy of p
the wave is dissipated as heat. The energy of an acoustic wave

is attenuated by viscous and thermal losses in air, while

attenuation of propagating waves on plates is primarily due to "

the internal friction of the material comprising the plate. The
Ifnterm attenuation is sometimes used to refer to any loss of energy

by a system. This may include radiated energy, for energy which

is transmitted to a different system.

A discontinuity in the impedance of a structure or any

system which can support wave motion produces a reflected wave.

This reflected wave can be re-reflected at a system boundary or

other impedance discontinuity, so that the vibrational field

becomes more complex than the field of a propagating wave. One '

of the greatest difficulties in constructing transmission path

models is to separate out the direct field (due to the

propagating wave) of a source excitation from the multiple

reflections which occur. Various techniques discussed in this

chapter are used to effect this decomposition, and thereby

isolate the various transmission paths.

The presence of multiple reflections in a system with low

attenuation leads to the creation of a reverberant field. A

reverberant field is one in which sufficiently many modes of the

system are excited that the resonances associated with these

modes overlap in the frequency domain. Examples include a sound

field within an enclosure or the excitation of a structure at

sufficiently high frequencies.

6.2 NONDISPERSIVE WAVE PROPAGATION .

6.2.1 Definitions

A nondispersive wave is one in which the phase velocity of

the propagating wave is independent of frequency. In practice,

6-2
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there are many examples of wave motion for which this condition I

is approximately satisfied. Sound in air at acoustic frequencies

propagates in a nearly nondispersive manner, as long as the small

frequency-dependent attenuation is ignored. Similarly,

longitudinal and shear waves in solids tend to be nondisper-

sive. One of the most familiar examples of dispersive wave

motion is that of transverse bending waves on a plate, whose

phase velocity increases with frequency. Dispersive wave motion

is considered in Section 6.3.

A system can be considered to be nondispersive if the

frequency bandwidth of interest is sufficiently narrow that the

phase velocity remains nearly constant. For example,

electromagnetic radiation has a slowly varying phase velocity

mainly due to variations with frequency in the dielectric

constant of the medium in which the wave propagates. However,

over a sufficiently narrow bandwidth the variations in the phase

velocity with frequency may be neglected.

An important characteristic of nondispersive waves is that

the shape of the temporal waveform, moving at the phase velocity,

does not change with time or space. In other words, there is no

wave-form distortion. Thus, the origin of the name nondispersive

wave signifies that an initial temporal pulse does not spread out

or disperse with increasing time. This is because all the

spectral components of the pulse propagate at the same speed.

Conceptually, a disturbance in a nondispersive system can be

followed around in time to identify which paths it takes to go

from the source of the disturbance to the response point of

interest without the problem of having the disturbance change its

shape except at boundaries.

6-3
"w I



6.2.2 Time Delay and Correlation Analysis

6.2. 2. 1 Time Delay Procedure

The most direct method of identifying transmission paths of

a non-dispersive system is by exciting the system with impulses

(using either an externally applied signal or internal impulsive

sources within the system). One monitors the response at a point

and detects the arrival time of the impulse. Since the wavespeed

is constant, then a measurement of the travel time leads to an

estimate of the propagation distance between the points if the

wavespeed is known, or an estimate of the wavespeed if the

spatial path separation between the points is known. Examination

of later impulses received give information on the first few

reflections within the system. Thus, various paths can be

identified and their relative amplitudes measured.

The measurement procedure for time dela" is as follows. The

time delay between the signals may be measured by a timer clock.

The clock is turned on by the first pulse and turned off by the

second pulse, and the time delay between the two signals is

displayed. The main consideration in reducing the error is to

set the threshold levels for the on and off-gating circuits to a

sufficiently high level that no spurious signals affect the

timing.

If the source is externally driving the system, then gating ..

techniques can be used to eliminate the reflected waves from the

system, or alternatively gating can be used to investigate the

pulse after a single reflection. A single tone burst, which is a
rectangularly-gated sinusoid, is the excitation signal whose

temporal duration is shorter than the time delay between

successive reflections of the signal from the system bounda-

r ries. The signal at the receiving transducer is a series of
pulsed sinusoids. The first pulse is the direct propagation of

the signal from source to receiving point, and the later pulses

6-4
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are the first, second, etc. reflected signals. The various time

delays are easily measured by gated timing circuits, and hence

the propagation path distance for the reflected as well as the

direct propagation path may be obtained.

Problems arise with all time delay methods when the arrival

times for successive propagation paths become closely spaced

relative to the pulse or tone burst duration. For a three-

dimensional, non-dispersive system of volume V and phase speed c,

the mean time At between successive reflections is

3 2At = (V/4Trc t (6-1)

This mean time decreases as the total time t increases, so that

at some future time the mean temporal spacing between pulses

always becomes less than the pulse duration. Under this

condition, it is not possible to separate out the various -

transmission paths without the use of signal processing

techniques such as cepstral analysis (see Section 6.2.3).

6.2.2.2 Cross-Correlation Procedure

A second method of temporal discrimination involves the use

of correlation analysis. The cross-correlation function is

computed using methods discussed in Section 3.3.2 between the

source and the response point if the source location is known, or

between the two response points. If the source excitation is-' -

white noise or band-limited noise, then the cross-correlation

function is a maximum at a delay time which is equal to the time

delay for propagation between the two response points. The most "

important difference between the time delay measurement method

and the correlation analysis method is that the time delay

technique is useful for pulse excitation, whereas the correlation

technique is useful for steady-state, random excitation. If the

6-5
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source excitation is broad-band and produced within the system,

then correlation analysis is often the more appropriate

technique.

Suppose the excitation is band-limited white noise between

the lower frequency fL and upper frequency fu" Then the cross-

correlation function Rxy(T) between the responses x(t) and y(t+T)

whose path length difference is d is

sin[ir(T-d/c)(fU- fL)]
R xy ( T) = XY cos [n ( T-d/c) (f L+fOU) ] n ( T-d/c) (fo-_f L) (6-2) 1 .. W

where X and Y are the signal amplitudes. The cross-correlation

function is a maximum at r=d/c, the propagation time between the

two response points, and the envelope of the peak is more sharply

defined as the noise bandwidth (fu-fL) increases. Therefore,

determination of the peaks in the spatial cross-correlation

function enable a measurement of the time delay between the

signals.

Now suppose we have a system with N paths such that the path

lengjth di (i=l,2,...,N) is different for each path. The

resulting cross-correlation function between the input and output

has N peaks as shown in Figure 6-1. The peaks in the cross-

correlation function have exactly the same form as in Equation 6-

2, so that the delay time for each path corresponds to the time

at which each peak of the cross-correlation function is

located. The amplitudes of each peak depend upon the relative

magnitudes of the transmission coefficients of the various paths.

Figure 6-1 illustrates that various transmission paths can

be identified only if the delay times between any pair of paths

are sufficiently different that the peaks can be distinguished.

Let x, and T2 be the delay times for two of the transmission

paths between the two response points. The criterion 16-1 that -.
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these paths may be distinguished using correlation analysis is P

that the difference in these delay times satisfy the following

inequality:

IT 2  -T i - > 1 (6-3)

The normalized correlation coefficient Cxy (T) is defined to

be,

Cxy Rxy(T)/[Rxx(0) Ryy(O) (6-4)

where Rxy is defined in Equation (6-2) and discussed in Section "

3.3.2, and Rxx and Ryy are the input and output autocorrelation -

functions (proportional to the energies of each of the signals)

discussed in Section 3.2.2. The correlation coefficient for the

time delay between transmission paths is given by Equation (6-2)

with the signal magnitudes X and Y set equal to unity. Thus, the

correlation coefficient evaluated at the delay time is equal to,

Cxy (T=d/c) = 1 (6-5)

It is important to note that the amplitude of the correlation

coefficient is independent of the transmission path

characteristics for nondispersive systems. This is not the case "

for dispersive systems. Figure 6-2 shows the correlation

coefficient for a dispersive system. The time width At between . -

the adjacent zeros of the correlation coefficient on either side

of the central peak is illustrated on the figure, and this time

width is equal to,

At = 1/(fu - f = 1/Af (6-6)

- . -6 -8



• -- • ' ° - • . '' - r ; r-> Zr r'-r• r r-, r --" r--° --- r---r--•,--, -.- -' • - --- - 7:-. 'r •, 4<--°, - ., -~ , - -• %

where Af is the frequency bandwidth of the excitation. The

correlation coefficient peak is most clearly resolved by

increasing the frequency bandwidth of the excitation.

6. 2.3 Impulse Response Analysis

The impulse response function of a nondispersive system may

be used to evaluate the delay time of propagation. The method is

similar to the cross-correlation method described in Section

6.2.2. If the excitation has energy localized in narrow fre-

* quency bands then the impulse response function may be a better

indicator of delay time than the cross-correlation function

[ 6-21. Let the two measured time histories be x~t) and y~t).

What is desired is the computation of the single or multiple path P
delay times. The impulse response function h(t) (see Equations

5-11 and 5-25a of Chapter 5) of output y relative to x may be

computed in terms of the cross-spectral density Gxy(f) and

autospectral density Gxx(f) byW

h (t) rdf ej2 f G xy(f)/G xx(f) (6-7)

If the spectral densities are computed using the FFT, then the

integral is converted into a sum over all frequencies in the

analysis bandwidth. Compare the impulse, response function to the

cross-correlation function expressed as follows:

R Xy(t) d ~ f ej~f G (yf) (6-8)

xy-""°"." xy'

if x(t) is the time history of a white noise input signal, then Pr
G is constant and the impulse response and cross-cor relation

functions are equal to within a constant. The impulse response

and cross-correlation functions are interchangeable in this case

as regards delay time estimation. In effect, the autospectral

density function GxX(f) in the denominator of Equation (6-7) is a

6-9
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frequency domain-whitening function which can potentially resolve

multiple path delay times. A related frequency domain weighting

function is the smoothed coherence transform discussed in Section

6.2.5.

6.2.4 Cepstral Analysis

6.2.4.1 Introduction

This section describes a nonlinear filtering technique known

as cepstral analysis. Due to the advent of small computers with

extensive computational power, practical applications of cepstral

analysis for filtering and signal recovery in the laboratory have

become possible. Cepstral techniques have some advantages over

the more traditional linear signal processing techniques in the

area of transmission path analysis, as well as in the areas of

de-reverberation or spectral smoothing, the analysis of periodic

signals, and source identification.

Cepstral analysis may be used to detect and/or remove echoes

from a nondispersive signal, and can thus be employed to compute

the free-field response from the measured reverberant field

response. Of particular interest are the capabilities of

cepstral analysis for periodic signals. For example, the

periodic components of the spectrum produced by harmonics of a

particular gearbox rotation rate is one such periodic signal.

All the harmonics corresponding to a given rotation rate are

mapped by the cepstrum into a single peak. Filtering in the

cepstral domain (an operation referred to as liftering) thus

isolates the transmission characteristics of the various gearbox . -

sources. The cepstrum may under certain conditions be used to

separate source and transmission path effects. This is because

the cepstrum converts the convolution of source/path

characteristics in the time domain into simple addition in the

cepstral domain.

6-10
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The discussion in this section is limited to nondispersive ."-°-"
systems. Future cepstral applications to systems exhibiting both

dispersion and reverberation, such as the structural vibration of

an aircraft frame, depend upon the development of more powerful

techniques than exist at present. If the dispersive charac-

teristics of the structure can be adequately modelled, then a

combination of cepstral techniques with inverse filtering (used

to remove dispersive effects) can be employed to study structural

transmission paths. An indication of such an approach to

dispersive structural path transmission is given in Section

6.3.3; however, cepstral techniques are not therein applied.

6.2.4.2 Procedure

As discussed in Section 3.3.4, the complex cepstrum ky(q) of w
a signal y(t), whose Fourier transform is Y(f), is the inverse

Fourier transform of the logarithm of Y(f). Since the transform

Y(f) is a complex quantity (see Section 3.2.3.1), then the

appropriate logarithm is the complex logarithm. The transform Aft,

Y(f) is written in terms of its magnitude and phase as follows:

Y(f) = IY(f)ý el4  (6-9a)

and the complex logarithm of Y(f) is

log Y(f) = log 'Y(f)I + jý (6-9b)

The real part of the above involves the logarithm of a real

number, and this is well-defined. The imaginary part is not

uniquely defined since addition of 27 radians to the phase of

Y(f) does not alter the complex value of Y(f). Thus, it is W r

necessary to restrict the range of the phase to 27. Under this

6-11 . 1
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condition the complex cepstrum ky(q) is defined to be the inverse

Fourier transform (see Equation 5-8) of the logarithm of Y(f) as

follows:

k (q) = f log Y(f) e3 2 dfq df (6-9c)

The parameter q plays a role analogous to that of time in the

conventional Fourier transform. During the computation of the

cepstrum it is necessary to unwrap the phase; i .e., the phase

must be a continuous function of frequency. Information on the

computation of the complex cepstrum is found in the sources

referenced in Section 3.3.4.

The power cepstrum cy(q) is defined to be the inverse

Fourier transform of the logarithm of the autospectral density

yy (f) of tne signal Y(f) as follows:

c (q) log[G (f)] ej2ifq df (6-10)
yy

The autospectral density (or power spectral density) function is

discussed in Section 3.2.3 and its application to transfer

function measurements in Section 5.1. Since the autospectral

density is a real, non-negative function, then the logarithm in

Equation (6-10) is the real logarithm.

It is important to note that both the power and complex

cepstrum are real quantities. This is obvious in the case of the

power cepstrum, but the fact that the complex cepstrum is real

depends upon the symmetry properties of Equation (6-9) (see

reference [6-31). The complex cepstrum is more general since the

original time domain signal may be completely reconstructed, POW*

whereas this is not the case with the power cepstrum.

Cepstral analysis has usefully been applied to signal

deconvolution. Consider the single input, single output linear

6-12
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system illustrated in Figure 5-1. The input and output time

domain signals x(t) and y(t), respectively, are related by the

following convolution:

y(t) = h(t) * x(t) (6-11a) I-

I.0

y(t) = f h(T) x(t-T) d-r (6-11b)

Equation (6-11a) is a short-hand notation for Equation (6-11b). S
The impulse response function h(t) of the system is discussed in

Section 5.1.3.

Convolution in the time domain becomes addition in the

cepstral domain. It is this property which makes cepstral W J

analysis useful. One may filter in the cepstral domain to focus

attention on either the source (x(t)) or the transmission (h(t))

characteristics. A periodic source excitation produces a

cepstrum with a peak at a single value of q which is directly

related to the repetition rate of the time domain signal.

One may thus use the same filtering techniques in the

cepstral domain that are used in the frequency domain as

described in Chapter 3. For example, assume that the input x(t)

to the single input, single output system is a repetitive

pulse. Assume also that the impulse response function of the
system is slowly varying relative to the repetition rate of the

pulse. The convolution of this pulse with the impulse response

function produces a cepstrum whose high q values are predomi-

nantly due to the pulse, and whose low q values are due to the

transfer function. Application of a low-pass lifter (i.e., a low

pass filtering operation in the cepstral domain) isolates the

transfer function contribution.

6-13
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The time domain signal x' (t) after liftering may be

recovered by use of the inverse cepstrum. Computation is

strongly affected by phase considerations and the details of the .'- .

filtering in the cepstral domain.

On
6.2.4.3 Example

Cepstral analysis can be used to isolate transmission paths

by isolating the direct signal from the first few reflections, or

from the reverberant field as a whole. The main property of the

cepstrum which allows this is that a periodic time signal

produces a cepstrum with a single peak. This method has been

applied [6-41 to open air tests on the radiated sound from a jet

engine. Since the investigators were interested in estimates of

radiated power rather than reconstruction of the temporal

waveform, they used the power cepstrum.

Figure 6-3a illustrates the radiated power spectrum, and the

ripples in this spectrum are due to ground reflection. The power

cepstrum corresponding to this signal is in Figure 6-3b, and the

ground reflection is represented by the very strong peak in the .--

cepstrum. This peak has been filtered out of the cepstrum in

Figure 6-3c, and the resulting inverse cepstrum leads to the

modified power spectrum shown in Figure 6-3d. This power

spectrum is compared to the power spectrum measured under

anechoic conditions (i.e., when measured in a special test -. ,

facility which virtually eliminates all reflections in the

bandwidth of interest), and the agreement is excellent. Syed et

al. [6-41 remark that the cepstral technique is applicable even

in the presence of wind, turbulence, or temperature gradients

near the ground. They found it useful in both narrow-band and

tbird octave averaging.

Cepstral analysis was also used in power measurements of an

unheated jet used in conjunction with a spinning rig, an

apparatus us(-d to study in-flight effects on jet mixing noise W"AW-

16-5). Thbe anjular distribution of emitted jet noise varies

6-14
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whether the test is conducted in-flight or by ground test. The . - -

spinning rig is used to create motion of the jet relative to the

ground which reproduces some of the observed flight test power

spectral data.

Figure 6-4a shows the power cepstrum for a microphone .-

mounted 3 meters above the ground when the cold jet is mounted on

the spinning rig. Since the propagation path is through air,

then we are dealing with nondispersive propagation. The peak at

B on the figure is due to a ground reflection and the peak at A

is due to reflection from the foundation of the spinning rig.

The power spectrum is illustrated in Figure 6.4b. The solid

curve shows the ripples in the spectrum due to reflections, and

"* the dotted curve shows the spectrum obtained from the inverse

cepstrum after peaks A and B have been filtered out of the power

cepstrum. The power spectrum thus obtained is free of ripple.

The solid line of Figure 6-4c shows the power spectrum obtained

from the cepstrum with peak A filtered out, and the dotted line

shows the spectrum with Peak B filtered out. Both curves in

Figure 6-4c still show ripple.

The last two parts of the figure contrast the elimination of

reflections by cepstral processing with the direct elimination of

reflection by usinj acoustic absorbers. The solid curve in

Figure 6-4d shows the measured power spectra when the ground was

acoustically treated to eliminate reflections. There is ripple

in the curve due to reflections from the foundation, corres-

ponding to peak A in Figure 6-4a. The dotted curve shows the

power spectrum whose associated cepstrum has peak B, corres-

ponding to the ground reflection, filtered out. The agreement is

excellent. Figure 6-4e shows the constrasting power spectra when .

the foundation of the rig was covered with acoustic absorbers as

compared to the spectrum obtained when peak A is filtered out of

the cepstrum. The ajreemnent is not as good as for Figure 6-4b

since it is more difficult to acoustically treat a foundation
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than the ground. This figure shows the utility of cepstral

analysis, and suggests that ground test data may be acquired by a

portable measuring test facility for which there is no need for

acoustic treatment.

Inspection of the power cepstrum in Figure 6-4a shows that V .

all of the useful information relating to the power spectrum is

contained in the low-q region of the cepstrum. The signal

degradation due to reflections is limited to high-q values. If

the path length difference between the direct path and the

reflected path were to decrease, then the high-q and low-q

information would begin to overlap in the cepstrum and cepstral

analysis would not be able to separate out the various

transmission paths. In this particular case, a sufficiently long

transmission path length difference is obtained by mounting the

rotating jet much higher off the ground than the main body of the

rig foundation.

6.2.5 Time Delay Measurements in the Frequency Domain

6.2.5.1 Cross-Spectral Density Technique

The time delay between various transmission paths may also

5e m,,easured in the frequency domain. A common method is to use

the cross-spectral density function. Consider a signal s

impinging on each of two response points with excitations x(t)

and y(t) such that a noise signal is present at each response

point as follows:

x(t) = s(t) + m(t) (6-12a)

y(t) = s(t+t) + n(t) (6-12b)
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There is a time delay T of the signal at y relative to x. The

noise signals m(t) and n(t) are assumed to be uncorrelated with

s(t) and with respect to each other. The cross-spectral density

Gxy(f) between x and y is

G (f) = G (f) ej 2 nfT (6-13)

The autospectral (power) density of signal s is Gss' and it is a low

real non-negative quantity. Therefore, the phase ýDxy of Gxy is,

( = 2 f ft (6-14)
xy

The delay time between the transmission paths is simply obtained

as the average slope of the graph of phase versus angular

frequency.

6.2.5.2 Complex Coherence Technique

It is sometimes possible to improve the resolution of the

delay time measurement by use of the coherence function. The

complex coherence function yxy between the response at x and y is

defined to be

G
¥xy(f) = xy (6-15)

xGyx G
xx yy

The squared magnitude of the complex coherence function is the

coherence function discussed in Chapters 3 and 5. The complex

coherence function for the system defined by Equation (6-12) is,

Yy (f) = _ __ _ __ss_ _ _ __ _(6-16) . ,i°'''"

y(G + G )(G + G
ss mm ss nn

where Gmr and Gnn are the noise autospectral densities. The

phase of the complex coherence function is precisely equal to the

6-19

S J



aukS~

phase defined in Equation 6-14), so that the complex coherence

function or the cross-spectral density function may be used to

estimate the path length difference.

The main distinction between the two frequency domain

methods occurs when the noise sources are partially correlated

with the signals. The signal s in practice may not be a white

noise signal. It may for example be a signal with noise

components as well as a few strong sinusoidal components. Such a

signal will not be statistically independent relative to a noise

signal. Thus the phase of such a cross-spectral density not

proportional to the delay time, but includes phase error terms

due to the correlation of the signal with the "noise sources"-
noise in any practical measurement situation meaning any

background signal which is not of interest. The cross-spectral

density function and the complex coherence function differ only

in their magnitude response. The complex coherence function is

the ratio of the cross-spectral density to the square root of the

* product of the autospectral densities of the two signals. This

division by the autospectral densities has the effect of whi-

* tening the spectrum since the frequencies at which the auto-

spectral densiites are small are boosted in the complex coherence

* function relative to the cross-spectral density. Conversely,

Equation (6-16) shows that if the noise at either measurement '

point is large relative to the signal autospectral density G55,

then the complex coherence function is reduced in magnitude. it

is possible to weight the complex coherence function by appro-

pr iate low, high , or band-pass f ilter ing to el im inate poi nts

where the coherence is low.

6.2.5.3 Smoothed Coherence Transform Technique

The inverse Fourier transform of the complex coherence

function xy weighted by a smooth weiyhting function W(f) is the ~

smoothed coherence transform (SCOT) defined as follows:
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C ()=fW(f) -Y (f) e- Tf- d f (6-17)

The frequency domain weighting function is used to filter out

frequencies at which the magnitude of the complex coherence is

small relative to unity. As with the cross-correlation function

(see Section 6.2), a peak in the SCOT occurs at a time equal to

the time delay between the two signal paths. An advantage of the

* SCOT over the cross-correlation function is that the peak in the

SCOT is oftentimes sharper, due to finite bandwidth

* considerations, when the signal power is larger than the noise

densities at higher frequencies. .--

*EXAMPLE: Figure 6-5 is an example from reference [6-6]

which illustrates the potential benefit of the SCOT. The signal

s(t) is a source with broad band noise and three sinusoids. The

cross-correlation function, which is the inverse Fourier

transform of the cross-spectral density, is illustrated in Figure

6-5a. As discussed in Section 6.2.2, a delay between two broad

band noise signals produces a peak in the cross-correlation at a

time equal to the delay time. The spectral and temporal

* characteristics of the source lead to a complicated cross-

correlation such that the transmission path delay time cannot be

distinguished with any degree of certainty. Figure 6-5b shows

the SCOT. There is a clear peak at the correct delay time,

normalized to zero on the horizontal axes of both plots. This

* figure clearly shows that the SCOT is a useful estimator or delay

time for complex signals.
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6.3 DISPERSIVE WAVE PROPAGATION

6.3.1 Introduction

The identification of transmission paths in dispersive

systems such as flexural waves in structures is complicated by

the fact that the phase speed of the wave excitation is not

constant with frequency. As a result, different frequency

components of a disturbance in the system propagate at different

speeds so that the shape of the disturbance smears out and is

difficult to follow in space. For flexural waves in structures,

the phase speed increases as the square root of frequency. An

immediate consequence of dispersion is that there is not a well-

defined delay time between transmission paths. -

This factor affects each of the methods used for non-

dispersive systems discussed in Section 6.2. In order to relate

measured travel times with the path length difference it is

necessary to know the propagation speed. Since this changes with

frequency in dispersive systems it is necessary to look at

various narrow frequency bands individually. This prevents the

use of the impulse technique since it is applicable only for

broadband transient signals.

6.3.2 Cross-Correlation Analysis

6.3.2.1 Introduction

There are significant differences between the cross-

correlation analysis of dispersive versus non-dispersive

systems. The limitations of time-bandwidth considerations must

be clearly recognized. It is remarked in Section 6.3.1 that the

dispersive effects can be minimnized by choosing a sufficiently

small frequency bandwidth Af in which the phase velocity is

nearly constant. Such a system is nearly indistinguishable from

a non-dispersive system. However, the discussion in Section
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6.2.2 on the cross-correlation in non-dispersive systems notes

that the time width of the peak of the cross-correlation function

is inversely proportional to the frequency bandwidth (see

Equation (6-6)). As the frequency bandwidth is narrowed, the

peak in the cross-correlation function or correlation coefficient

becomes spread out. Since the delay time is estimated by

measurement of the time for which the cross-correlation function

has its peak value, then it becomes difficult to estimate the

delay time for excitations with a narrow frequency bandwidth. To S
summarize the difficulty, narrowing the frequency bandwidth to

lessen the effects of dispersion increases the uncertainty in

estimating the delay time.

This problem becomes more pronounced in a system with - j

multiple transmission paths, since the individual peaks in the

cross-correlation function corresponding each to a single

transmission path delay time cannot be resolved as the frequency

bandwidth is diminished.

6.3. 2. 2 Procedures

Suppose, as in Section 6.2.2, that the system is excited by

band-limited noise with lower and upper cutoff frequencies fL and

fu' respectively. The system is dispersive and is composed of a

single transmission path. An example of such a system might be

the propagation of (dispersive) bending waves on an aircraft

fuselage from a source excitation point to a distant point on the

fuselage. The cross-correlation coefficient Cxy (T), defined

beluw as the normalized cross-correlation function, is

Cx y( T Rx y( / R x x(0) R yy(0)]I/2 (6-18a) - ,

fu

= (1/Af) / cos[2iif(r - d/c ) df (6-18b)
fL
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where d is the transmission path length difference, Af is the

frequency bandwidth, and cp(f) is the dispersive phase velocity

*. which varies with frequency.

Equation (6-18b) has been investigated [6-7 and 6-1] for "%"* ',' .e -

bending waves. The phase velocity for a bending wave on a plate

of thickness h and longitudinal phase velocity cL is

1 /2
cp = [2Tif hcL/Vl 2 ] (6-19)

Define the center frequency f 0 of the frequency band as follows:

f = 1/2 (fL + KU) (6-20)

For this choice of phase velocity, the cross-correlation

coefficient in Equation (6-18) is found to be,

Cxy(T) = [2fo/(Af 2 Tp)] cos[S(Ci (zU) - Ci (ZL))] N

+ sin[B(Si(zu) - Si(zL))] (6-21a)

where

* ; 27rf0o [(r/Tp- 3/4)2 + 3/8] (6-21b)

z = (8foT p1 [f/(4f 0 ) - T/T p- 3/41 (6-21c)

and the term z is evaluated at the upper and lower band

frequencies in Equation (6-21a). The Fresnel cosine and sine

integrals [6-81 are Ci (z) and Si(z) , respectively.

The main features of the analysis do not require a detailed

evaluation of the Fresnel integrals. The peak in the cross-

correlation function (or cross-correlation coefficient) occurs at

a time Tg equal to the group delay defined as follows:
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Tg d/Cg (6-22)

The group delay is the time interval for energy to propagate at a

velocity equal to the group velocity cg between the points in the Of

system at which signals X and Y are measured. The group velocity

is the velocity at which energy propagates. The group velocity

is not equal to the phase velocity in a dispersive system; it is

given by,

cg =w/•k (6-23)

Where the radian frequency wand wave number k are related by the

dispersion relation for the system. For dispersive flexural

waves in structures, the phase velocity is given in Equation (6-

19) and the group velocity is,

cg = 2c (6-24)

* The peak of the cross-cor relation function occurs at a time equal

to the group delay time for a dispersive system. The peak for a

nondispersive system occurs at a time equal to d/cp, but this

phase delay time is equal to the group delay since the phase and

group velocities are equal in a nondispersive system.

The time width At of the cross-correlation function (as well

as the cross-correlation coefficient) for a dispersive system is

given by

At = 4Af > 1/Af (6-25)
p 

n4f

0

The center frequency of the excitation is f0, and the phase delay
Tp is defined in terms of the phase velocity c and path length
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difference d by,

Tp d/c~ 2 (6-26)

The width of the time window in Equation (6-25) has been defined

to be the time interval in which the cross-correlation

coefficient in Equation (6-21) is greater than or equal to one-

half of its peak value. There are two differences between the

width of the time window for dispersive and nondispersive

systems. The width of the cross-correlation peak for a

non-dispersive system is independent of the delay time (see

Section 6.2.2) whereas for the dispersive system it depends on

the phase delay time. Secondly, the peak width of the cross-

correlation function is more spread out in a dispersive system

* than a nondispersive system.

The peak amplitude of the cross-correlation coefficient for

a nondispersive system is equal to unity independent of time

*delay or frequency bandwidth. This is not the case for

dispersive systems. The mean amplitude of the cross-correlation

coefficient for a dispersive system within the window width

corresponding to a single peak is [6-7]

C 2 (foT) (f /tAf) (6-27)

Equation (6-27) is valid when the path length difference is large

relative to a flexural wavelength. As the path length difference

becomes small relative to a wavelength the cross-correlation peak

*value approaches unity.

The results of this section are summarized in thle statement

that the cross-correlation coefficient contains information on

the dispersive system transmission path characteristics with

* respect to the time at which the peak occurs, the time width of
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the peak, and the mean amplitude of the peak. The cross-

correlation coefficient contains information on a nondispersive

system only with respect to the time at which an individual peak

occurs.

6. 3. 2.3 Example

An example of thp use of the cross-correlation coefficient

for a dispersive system is considered. The system under

consideration is noise transmission between two widely separated l

points on the hull of a ship [6-7]. A third-octave noise source

centered at f 0 =3.15 kHz (Af=0.23 f 0 ) is located at the propeller

and the source wave form is measured by a hydrophone at the

stern. The other location is d=108.8 meters away measured by a

hydrophone at the bow. Possible transmission paths include

flexural and longitudinal wave propagation through the hull,

sound propagation through water along the hull, and propagation

through water including a reflection off the sea bottom (61

meters below the ship).

Figure 6-6 shows the measured autocorrelation and cross-

correlation coefficients for the system. The shape of the two

autocorrelations are similar but not identical, which indicates

that dispersive path propagation is involved. The cross-

correlation coefficient has its peak at the group delay, and this

peak is in the neighborhood of Tg=1 2 6 . 8 msec. The hull thickness

is approximately 6.35 mm corresponding to a flexural phase

velocity (using Equation (6-19)) of cp=400 m/s. If the peak in

the cross-correlation coefficient is due to flexural propagation

through the hull, then the measured group delay should be

approximately equal to one-half of the computed phase delay for a nor

plate of the same thickness as the hull. This phase delay is

"TTo=d/cp=272 msec; this corresponds (see Equation (6-19) to a

group delay of 136 msec, in good agreement with the measured

value of 126.8 msec. This demonstrates that most of the energy
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is propagating from the source to the receiver through the p

flexural motion of the hull. Computation of the expected delays

"for sound propagation through water with or without reflection

off the sea bottom predict time delays which would produce peaks

in the cross-correlation which are not observed.

The mean cross-correlation coefficient computed using

Equation (6-27) is 0.30 using the computed phase delay and

frequency bandwidth data. This is in agreement with the

approximate mean of the cross-correlation coefficient as

illustrated in Figure 6-6. The figure also shows that the

measured time width of the peak within which it exceeds half its

maximum value is 11.3 msec, whereas the predicted value from

Equation (6-25) is 15.6 msec. The conclusion is that all three

measures of path propagation associated with the cross-

correlation coefficient imply that the dominant path is

associated with flexural propagation through the hull.

Correlation analysis is shown in this example to be a good method

to separate out the structure-borne excitation from the fluid or

air-borne excitation.

It is interesting to note that the time width of a cross-

correlation peak associated with a nondispersive system excited

by third-octave noise centered at 3.15 kHz is 1.38 msec. This is

far less than the corresponding quantity in this particular

example of dispersive propagation and underscores the differences

between the use of correlation analysis of nondispersive and

dispersive systems.
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6.3.3 Frequency Domain Methods

6.3. 3.1 Introduction

The main difficulty in determining the propagation path

length in a dispersive system is that energy in different

frequency bands of the signal travels at different speeds. The

cross-correlation methods discussed in Section 6.3.2 are often

limited in scope since the presence of dispersion produces a

* widening in the cross-correlation peak corresponding to a

propagation path length. This difficulty is compounded in a

system with multiple paths.

Two frequency domain methods are discussed in this

section. The first is applicable for single path, dispersive

systems. The second approach is a more general approach which

depends upon a knowledge of the dispersive characteristics of the

* wave-bearing medium.

6. 3. 3. 2 Cross-Spectral Density Technique

Let the time histories of a dispersive signal at two

receivers be x(t) and y(t) such that, : -. :-. -.'.f

x(t) = s(t) + m(t) (6-28a)

y(t) = h(t) * s(t) + n(t) (6-28b)

where the noise signals m(t) and n(t) are incoherent with one

another as well as with the source signal s(t), and the impulse

response function between the two receiver points is h(t). The

convolution h(t) * s(t) of impulse response function and the I N

source signal s(t) is
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h(t) * s(t) f f h(T) S(t-T) dT (6-29)
-00

as discussed in Section 5.1.2.

The cross-spectral density Gxy(f) between the time histories

x(t) and y(t) is equal to

G y(f) = H(f) G (f) = H(f)I e Ga (f) (6-30)
xy ss ss

where the source autospectral density is Gss(f) and the transfer

function H(f) has a phase angle . Thus the phase angle ýxy of

the cross-spectral density is simply the transfer function phase

angle p. If the propagation path length between the receivers is

d and if the medium is dispersive with group velocity cg, then

this phase is related to the propagation path length by,

= 2T fd/c (6-31)'xy g

This equation is equivalent to Equation (6-14) for the

nondispersive case. In the nondispersive case the phase of the

cross-spectral density increases linearly with frequency. The

slope of this linear plot is 27 times the propagation delay time

T, and the delay time is the ratio of the propagation path length

to the phase velocity (T=d/c). The change in the dispersive c.ase

is that the phase velocity is replaced by the frequency-dependent

group velocity.

Consider as an example the propagation of bending waves for

which the group velocity is proportional to the square root of

the frequency. It follows from Equation (6-31) that the phase of

the cross-spectral density in such a system varies as the square

root of frequency. Underlying the use of the cross-spectral

density function is the condition that reverberation or other

multiple scattering processes be negligible relative to the

direct path. Suitable time-windowing of the time histories in
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the cepstral domain (see Section 6.2.4) allow one to remove the

effects of reverberation and focus attention on the direct path

contribution. Figure 6-7 shows the phase of cross-spectral

density of the time-windowed signals for vibration transmission

in an engine structure. The phase in this figure indicates a

transition in the propagation characteristics from a dispersive

flexural wave at low frequencies (4ya /f) to a nondispersive

longitudinal wave at high frequencies (ýxy a f)

S6.3.3.3 Recompression Technique Using Spatial Impulse

Response Function

A second approach in the application of frequency domain

methods to the task of propagation path length determination in

dispersive systems is based upon the fact that dispersive signals

may be recompressed if the dispersion relationship is known

[6-91. The impulse response function in a nondispersive system

has a sharp peak corresponding to the time delay of each

propagation path in the system. However, for dispersive systems

the peak in the impulse response is spread out. Thus, the peaks

corresponding to different path length differences overlap and

can become indistinguishable. If the dispersive characteristics

of the system are known, then the impulse response function may

be processed to nive sharply defined peaks. This processing is

carried out through introduction of the wavenumber k and its

associated transfer function H(k) as described below.

The Fourier transform of the impulse response function is

the transfer function H(f) between the response points, and this

transfer function is computed using the methods of Chapter 5.

Suppose that the dispersion relation of the system is known;

namely, that the phase velocity cp and group velocity cg are

known as functions of frequency as discussed in Section 6.3.2.

Then the frequency f is related to the spatial wave number k by,
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2k 2 f/c (6-32)

.

The transfer function is re-expressed in terms of the wave number

k to give the spatial transfer function H(k). The inverse

Fourier transform h(x) of the spatial transfer function is

defined by

h(x) = f H(k) ejkx dk (6-33)
* low

This spatial impulse response function can be computed in terms

of frequency domain quantities by

Sj22 

ffx/c -l
h(x) = 21 f H(f) e c df (6-34)

g

The resulting spatial impulse response function h(x) has sharply

defined peaks at lengths corresponding to the propagation path

length differences between the two receivers.

The method of the spatial impulse response function is

summarized in the following steps:

I. Measure the transfer function of the dispersive system using

the techniques of Chapter 5.

2. Numerically evaluate the spatial impulse response function

defined in Equation (6-34) using FFT techniques described in

Chapter 3.

3. The peaks of the envelope of the spatial impulse response

function occur at the propagation path length distances of .-

each of the system transmission paths.
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EXAMPLE: An example of the recompression technique is

presented. The multipath reflections of flexural waves in a -. .

steel bar of thickness h=0.015 m and length 1.72 m were studied

[6-10]. A shaker was attached at one end and a piezoelectric

accelerometer signal h(t) was measured at the other. Under the

assumption that rotary inertia and shear effects are negligible,

the phase and group velocities for flexural wave propagation are,

Cp = [21TfcLh/VI21 (6-35a)

c = 2c (6-35b)g p

where cL is the longitudinal phase velocity in the bar.

The transfer function H(f) was estimated using FFT methods,

and the spatial impulse response function h(x) was computed using

Equation (6-34) and the assumed dispersion characteristics in

Equations (6-35). Figure 6-8 shows the measured impulse response

function h(t) as a function of time. There are three clearly

resolved peaks, whereas dispersion degrades the ability to

resolve later peaks. The envelope of the spatial impulse

response function h(x) is illustrated in Figure 6-9a as a -

function of the propagation path length. There are six readily

identifiable peaks corresponding to the direct path and the first

five reflections. Thus the spatial impulse response function

measures propagation path length much better than the temporal

impulse response function measures delay time. The propagation

path length d and the delay time T are related in terms of the

phase velocity cp by

d = Tc (6-36)
p

When the higher order effects of rotary inertia and shear -.

are included, the phase velocity is found to vary with frequency
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as f0. 5 4 rather than as the square root of frequency; the group -

velocity is also slightly altered. If this more correct

dispersion relation is used, the resulting spatial impulse -. --

response function envelope shown in Figure 6-9b has more clearly

defined peaks and the first seven arrivals are visible.
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CHAPTER 7. IDENTIFICATION OF SOURCES

The problem of source identification is complementary to the

techniques used in assessing system characteristics described in

Chapter 5, and transmission paths in Chapter 6. A unifying

technique in all three areas makes use of coherence methods.

Widespread employment of this technique has occurred primarily as

"a result of the development of modern digital Fast Fourier

Transform (FFT) processors that allow for the quick and accurate

calculation of power and cross-spectral densities from sampled

time histories of the measured data.

Identification of the single source is described in Section

7.1.1 using the coherence method. Effects of travel time errors

on the coherence method are described in Section 7.1.2. The

extension to multiple incoherent sources is given in Section

7.1.3. A step-by-step explanation of the partial coherence

method for identification of partially coherent sources is given

in Section 7.1.4.

Section 7.2 describes methods of source identification which

depend on knowledge of the propagation characteristics of the

medium. Section 7.2.1 describes the acoustic intensity method

using the cross-spectral density technique. Section 7.2.2

describes source location using the cross-correlation and cross-

spectral density techniques.

7.1 INPUT/OUTPUT MODEL

7.1.1 Single Source

An important factor in the use of coherence techniques

involves the identification of the input variable. This

identification is often based upon a prior understanding of the

"dynamical behavior of the physical system. A meaningful .

identification of an input variable associated with a particular

source is also strongly dependent on being able to m.easure that

7-1
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variable with an appropriate transducer. Angular displacements

and moments present measurement problems as sources of vibratory

energy in mechanical systems. Measurements of velocity

fluctuations in turbulent flow as an aeroacoustic source are

difficult to obtain. The outputs of response variables are

generally more readily quantified in terms of vibration at a

particular location(s) or an average of vibration levels over a

region on the structure, or pressure levels at a particular

location(s) or average over a region in space.

We consider the single input, single output system

illustrated in Figure 5-1. If the dynamical behavior of the

* system is specified by means of having previously identified the

"transmission path transfer function magnitude IH(f) , then the

d source excitation spectral density Gxx(f) can be calculated

through the measured response spectral density Gyy(f) by means of

*" the formula:

G (f) G (f)/,H(f)1 2  (7-1)xx yy

The effect of the transducer response on this measurement is

analogous to the discussion in Section 5.1.3, and the effect of

output noise is characterized in Section 5.1.4. The random and

bias errors associated with measurement of the output auto-

spectral density are discussed in Section 5.2.1.1.

Source identification procedures also make use of the

coherence function y2(f) between the input and output

signals. This is defined as,

IG (f)12
(f2 xy (7-2)

xy (f) G (f) G (f)xx yy

This coherence function equals unity in the absence of extraneous

noise at either the input or output of the system. That part of

7-2
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the output autospectral noise density which is coherent with the

input is,

yyjx xy yy

The coherence method of source identification provides a check on

the modelling of the system. If the signal at the output is

primarily due to other independent inputs which have not been

included in the model, then the coherence function will be small

relative to unity. The effect of noise on the coherence function

is discussed in Section 5.1.4. In particular, Equation (5-32)

gives the coherence function as a function of transducer response

characteristics and input and output noise levels.

7.1.1.1 Ef fect of Travel Time Errors on the Coherence Method

one source of error in a measurement of this sort is one's

relative ignorance about the shape of the transfer function.

Particularly near small values of IH(f) , a small error in the

transfer function magnitude produces a large error in the

* estimated source power output.

Additional errors occur in estimating the cross-correlation -
* function between two stationary, random signals, and thereby

affect the coherence functions and transfer functions. An

important errjr is due to propagation travel time differences

between the input and output signals. See Section 3.3.3 for

details on eliminating this travel time error by means of

computer data processing. Specialized dual channel digital

spectrum analyzers do not typically have the capacity to

eliminate this error. Suppose that the output signal is delayed

by time T relative to the input signal and that the FFT sampling

* period is T (see Section 3.1.1.3). The true value of the cross-

correlation function is Rxy(t). The delay between the channels
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introduces a biased estimate R (t) of the cross-correlationxy p.1

function as follows [7-1]:

R (t) = (1 - t/T) R (t) (7-4) .
xy xy

The cross-spectral density function estimate G (f) , being the
xy

transform to the cross-correlation function, is biased by the

factor (1 - T/T) e-jfT as long as the delay time is independent

of the frequency f. The estimated transfer function H(f) is

also biased by this same factor since it is computed in terms of

the cross-spectral density (see Equation 5-25a). The estimated

value of the coherence function is affected by the following bias

error [7-2]:

S2 = (1 -[/T) 2 2 (7-5)

.- Y " Y.
xy xy

Scattering and reverberation at the output location can

produce errors in the spectral estimates since they both involve

modifications in the travel time between the input and output

transducer locations in the case of scattering or involve

nultiple delay times in the case of reverberation. Significant

scattering from any object can significantly affect the phase of

the spectral estimate. Reverberation refers to the process of

multiple reflections of a signal within an enclosure. Each of

the reflections has its own delay time. In order that the bias

error be negligible the longest delay time must be much smaller

than the single record sampling period T. A practical criterion

is that the ratio of the reverberation time T 6 0 discussed in

Section 5.4.1 be much less than the sampling period T.

7-4
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7.1.2 Multiple, Incoherent Sources

Most source identification problems involve the resolution

of the combined effect of two or more sources. One often carries

out source identification studies as an initial step in achieving

acoustic or vibration noise control. After the dominant sources

are identified one is in a much better position to design

suitable changes in the transmission path or source characteris-

tics. Coherence techniques can be used to identify the

contribution from each of the various sources. This section

describes the use of coherence techniques under the condition

that the various sources are statistically independent noise

sources. Related material on systems with multiple, incoherent

sources is found in Section 5.2.2. o --

Two noise sources are statistically independent or

equivalently uncorrelated when the coherence function or cross-

correlation function of the two inputs is zero. Consider the

system shown in Figure 5-12 consisting of N input sources xi

(i~l,...,N) and an output signal y. The coherence function

'Y y(f) between the i-th input and the ou put is defined by,

2
2 IG iy(f) 2

-(f) - (7-6)iy G i( ) G y f iii.•, '

where Gii(f) and Gyy(f) are the autospectral density functions of

the i-th input and the output, respectively, and Giy(f) is the

cross-spectral density function between the i-th input and the

output. The coherence functions in the absence of noise satisfy

the followiný sumv rule: i_

1 = 2. i ()7-7).'' '...,.-.
Y y. (77
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The output power is the sum of the power from each of the input

sources as filtered by each of the transmission paths. The

contribution Gyy:i(f) to the output autospectral density from the

i-th path is

2-
Gyy:i (f) = .iy (f) Gyy(f) (7-8)

The sum of Gyy:i(f) over all paths is seen from Equations (7-7)

and (7-8) to be equal to the total power Gyy(f).

7.1.2.1 Presence of Noise

Now suppose that there is noise present at the output

measurement point of the system. This 'noise' may be noise

present in the transducer or digital signal processing as

discussed in Chapters 2 and 3. However, it may also be that the

multiple input model which is employed does not have a sufficient .

number of sources. In order to assess whether the multiple

input/output model correctly models the system behavior, the

multiple coherence function y:x (f) can be used. It is defined

* as the ratio of the output energy due to all the inputs to the

. total measured output energy. Defining the output noise WW

autospectral density function as Gnn(f), then the multiple

coherence function is,

2(f) G yy (f) - G nn(f) -WWQ-
G (f (7-9) •

y:x Gy (f)

This function is discussed in Section 5.3.1 within the context of

systems with multiple inputs which are partially coherent.

However, the multiple coherence function is useful as well when

the inputs are incoherent as is the case here.

7-6
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When all the inputs are incoherent, the multiple coherence

function is related to the input/output coherence functions by

2 N 2 ",y (f) = Y yi (f) (7-10)y:x i=l y

The multiple coherence function in the absence of output noise is
by definition equal to unity, signifying that all of the output

signal is derived from the multiple inputs. In this case the sum

of the coherence functions between each input and the output is

also unity, as expressed in Equation (7-7). Equation (7-10)

demonstrates that this sum is equal to the multiple coherence

function and is a measure of the presence of output noise, or

alternatively, additional inputs which have not been correctly

modelled.

The coherence function method is limited by travel time

errors, scattering and reverberation whether it is applied to
single or multiple source systems. These limitations are

discussed in Section 7.1.1.1.

7.1.3 Multiple, Coherent Sources

7. 1. 3. 1 Periodic Sources

There exist ;niny systems such that there are multiple inputs

to the system which 3re coherent. If the inputs are of a
broadband random or quasi-random character then the partial

coherence method may be used. It is often the case that the
spectral content of the signal is composed of sharply defined

peaks such as is the case with periodic or quasi-periodic

signals. Prior knowledge of the inputs which compose the system

can assist in the task of source identification.

Figure 7-1 shows the narrow-band rms pressure level spectrum

within the cabin of a helicopter. The spectrum consists of " "
harmonic components due to radiated machinery noise superposed
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upon a broadband acoustic signal due primarily to turbulent

boundary layer noise. The correspondence of lines in the noise . .

spectrum with fundamental and harmonic frequencies of the

different rotating machinery serves to identify these components

as major noise sources. The primary source is the main gearbox.

Tail rotor noise is significant in the frequency range from 100

to 500 Hz but is not a major component of the A-weighted noise.

Although the lines in the narrow band spectrum make the major

contribution to the A-weighted cabin noise level, the broadband

sources are also important. These sources are associated not

only with fluctuating pressures in the boundary layer but also

broadband components of rotor noise and combustion noise in the

turbines.

Periodic signals of separate origin such as those identified ""

in the Figure 7-1 are always coherent with one another, indepen-

dent of their repetition rates. These periodic signals are much

easier to correlate with the sources given the knowledge of the

various machinery rotation rates. On the other hand, if one

wishes to identify the most important component in the broadband -,-

noise, the techniques of partial coherence would be an appro-

priate tool.

7.1.3.2 Technique of Partially Coherent Source Identification

Section 5.3 introduces the techniques applicable to systems

with multiple, partially coherent inputs. The present section

applies these techniques to the task of source identification.

Consider the system of Figure 5-12 which shows a system with

n inputs (X1 ,..., Xi,..., Xn) and a single output Y. A noise

source N is present at the output which is incoherent with all

the inputs. The system transfer function corresponding to the

i-th input is Hi (f). What is desired as regards source identifi-

cation iS tr) det-r:nined the extent to which each source input

7-9 _
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contributes to the total output [7-21. The nine steps in this

source identification are described below.

1. The initial step is the collection of experimental data.

The autospectral densities of the output and all the inputs are "

measured. The cross-spectral density functions between each of

the inputs and the output is measured. Finally, the cross-

spectral density function between each pair of inputs is

measured. Methods for estimating these spectral density

functions and the errors involved are discussed in Chapters 3 and

5. The effect of travel time and reverberation errors on the

cross-spectral density function is discussed in Section

7.1.1.1. All other steps in the partial coherence method of

source identification consist of applications of the measured

data obtained in this initial step.

2. The second step in source identification is to compute the

2coherence function yiy between the i-th input and the output as

defined by Equation (7-6). The measured data necessary to

compute these coherence functions are the source autospectral

densities Gii(f) , the output autospectral density Gyy(f), and the -.-.-

input/output cross-spectral densities Giy(f). If any of these

coherence functions are zero, then the associated inputs may be

eliminated from the model.

3. The third step is to compute the coherence function yij2

between all pairs of inputs Xi and X]; this coherence function

is,

2 ; (f) 2 (7-11)
¥ . (f) =7 1 ) . .

C,3 Caculation of these coherence functions depends upon the

rieasured cross-spectral density Gij(f) between all pairs of - --

7-10 . , ,... .•.. ..-
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inputs and the input autospectral densities. If the coherence -* - -

function Yij2 is identically zero for each pair of inputs, then

the sources are incoherent with one another and the methods of

Section 7.1.2 should be used. In practice, two sources are

regarded as incoherent if their coherence function is less than

0.1. If any of the inter-source coherence functions exceeds 0.1,

then proceed to step four.

If the coherence between any pair of inputs equals unity

then there exists a deterministic relationship between the inputs

as discussed in Section 5.2.3. In this case, the number of

inputs in the multiple input model may be reduced by one for each

pair of coherent inputs. A practical criterion for the inputs to

be coherent is that the coherence function between the inputs

exceed 0.9 over the frequency bandwidth of interest. ._ '7

4. Step four consists of ordering the inputs according to the

magnitude of the input/output coherence function. Input one is

defined to be the input whose coherence function Yiy 2 with the

output exceeds that of any other source. Input two is the input

with the next highest coherence function, and so forth. At this

point in the calculation there are q partially coherent inputs,

where q is less than or equal to the original number of inputs.

This potential reduction in the number of inputs is due to the

elimination of inputs which do not contribute to the output, and

the combination of inputs coherent with one another into a single

input.

5. Step 5 describes the process of conditioning the output and

inputs 2 through n upon input 1. Input j (where j=2,...,q) and

the output ,3re each written in terms of a part which is coherent

with input 1 and a part which is incoherent as follows:

X. = Lj IXl + X.1  (7-12a)

Y=Ly, X + Yy (7-12b)

7-Il -- + "- I
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The parts of input j and the output which are incoherent with

input 1 are Xj1l and Yyil, respectively. The coherent part of p

each of these signals with X1 may be expressed in terms of the

transfer functions Ljl for input j and Lyll for the output.

"These transfer functions are computed in terms of the measured

autospectral and cross-spectral densities by,

L1 = Olj/O1 (7-13a)

Ly 1 1 = Gly/G 1 1  (7-13b)

Having computed the inputs and outputs conditioned upon

input 1 and the associated transfer functions, the autospectral

and cross-spectral densities conditioned upon input 1 are

computed as follows:

GjkIl = Gjk - LkIlGjl , for j,k=l,...,n (7-14a)

Gjyl1 = Gjy - Lyl G jl (7-14b)

By definition, LI! 1 is taken to equal unity. Physically,

Equation (7-14) gives the various cross-spectral and autospectral

densities (obtained by setting j=k in Equation (7-14a)) which

would be measured if the portion of all the signals coherent with

input 1 could be eliminated, and this physical correspondence is

the intuitive justification for the partial coherence method. A

more convenient form for the autospectral density functions is,

Gjjll = Gjj - L l G11 (7-15a) - - -

Gyyl1 = Gyy - ILy 11 2 G1 1  (7-15b)
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In summary, Equation (7-12) motivates the introduction of the

conditioned inputs. However, this equation is not directly

involved in calculations, since it is not expressed in terms of

the measured spectral density functions. Equations (7-13,14,15)

fulfill this latter function.
fulfillm

6. The next stage in the partial coherence calculation is to

condition the output and the remaining inputs as regards their

degree of coherence with input 2. The input Xj11 conditioned

upon input 1 is written as a sum of a term which is coherent with

X2 1 1 (implicitly defined by Equation (7-12)) and a term which is

incoherent as follows:

Xj = LjI 21 X2 11 + (7-16)

That part of input j (where j=3,...,q) which is incoherent with

both inputs 1 and 2 is Xjj 2 !. That part of Xjj 1 which is

coherent with X2 1,i is related by the optimum transfer function

Lji12!

Similarly, the output conditioned upon input I is written as

a signal Yy 2! incoherent with input 2 and a signal coherent with

input 2 with the result

y 1 = Lyi2! X 2i 1 + Y l y 2! (7-17)

The transfer function Ly 2! is optimal in the least squares sense

in connecting the conditioned input X2 11 to the conditioned

output Yy'l.

The transfer functions are computed in terms of the

conditioned spectral densities defined in the previous step by,

7-13
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= (7-18b)

Ljy 2! G22 •io

yi2: 2211 '

Note that these transfer functions conditioned upon the first two e_
kv

ordered inputs depend upon the spectral densities conditioned

upon the first input. Similarly, the transfer functions

conditioned upon the first three inputs will depend upon the

spectral densities conditioned upon the first two inputs. These

conditioned cross-spectral densities are given by,

GjkI 2i = Giki1 - LkI 2i Gj 2 1  (7-19a)

G = Gjyll- LyI 2 , GO2 1 1  (7-19b)

The conditioned autospectral densities are,

G- IL 1I 2 G2 2 1 i (7-20a)

SGyyI2i Gyyjl - LI G2 2 1 1  (7-20b)yy =2! yj2! (7 2021.1.-'.

The desired system relations obtained from this step are

Equations (7-18) through (7-20). If there are only two sources

in the system then proceed to step 8.

7. The previous two steps have conditioned the input/output

signals on the first two inputs. This step describes the general

iterative algorithm used for conditioning the input on the first

k inputs. This step is repeated for k=3 up to k=q, where q is

the total number of ordered inputs obtained in step 4. The

output and the inputs conditioned upon the inputs 1 through k

are

7-14 .



j (k-1)! = Lj k, Xkl (k-) + (721a)

Y(k-i)! = ylk, XkI (k-i)! + Yylk' (7-21b)

This equation is equivalent to Equations (7-12) of step 5 and

Equations (7-16,17) of step 6.

The optimum transfer functions occurring in the above are

calculated by the general formulas,

G
L kjl (k-i)!Ljlk! = gkk (k-)! for kj (7-22a)

Gky
L = k(k-i) 7-22b)
ylk Gkkl (k-i)

If kj then Ljlk!=O; and if k=j then Lklk,=l. For the cases

where k equals 1 or 2, Equation (7-20) is equivalent to Equations

(7-13) or (7-18), respectively. Note that Equation (7-22)

depends upon a knowledge of the spectral density functions

conditioned upon the first (k-i) ordered inputs which are

calculated in the previous iteration. ."-

The cross-spectral density functions conditioned upon tfe

first k ordered inputs are computed from,

Gij1k! = Gij I (k-i)! L j1k! Gikl (k-l)! (7-23a)

Gjyjk! Gjy1  (k-l)! - Lylk! Gjki (k-l)! (7-23b)

These equations are equivalent to Equations (7-14) or (7-19) for

tne cases when k equals 1 or 2, respectively. The corresponding

formulas for the autospectral densities are,

7-15
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SGijjk, = GjjI(kl)'- ILj kH 2 Gkk (kl)! (7-24a) --

2Gyylk! G (k-l)! Lylk! kk(k-)

These equations reduce to Equations (7-15) or (7-20) for k equal

to 1 or 2, respectively.

"This completes the k-th iteration of the process of

conditioning the input/output signals. As stated earlier, this

step is repeated until the iteration is completed for which k=q.

8. The partial coherence functions, output noise autospectrum

and multiple coherence function are computed in this step. The

partial coherence function 'yiylk! 2 between the i-th input and the

output conditioned upon the first k ordered inputs is,

" ~2 IG iylk!2-i:
2Y i~i (7-25)S•iylkI = Giilk! Gyylk!/ •.i

This equation is meaningful only for k<i. For purposes of source

.- identification the only partial coherence functions of interest

are the functions Yiyl (i-l ! 2 where i=l, ... q. A technical

detail of the factorial notation is that the subscript 0! can

always be neglected. In this particular instance the coherence

function for i=l is Yly 1! 2 which is just the ordinary coherence

function jy. 2 between input 1 and the output.

During the last iteration of the conditioning process in

step 7, the output autospectral density Gyylq! conditioned upon K
all q of its inputs is computed. This represents the part of the

output power which is incoherent with each of the input signals.

Thus, it represents the noise signal which contributes to the

output signal as illustrated in Figure 5-13. The noise auto-

"spectral density Gnn is thereby computed from the partial

* coherence analysis and is,
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Gnn = yyq (7-26)

The multiple coherence function Yyx2 is defined as the

ratio of the output energy due to all the inputs relative to the

total output energy as follows:

2 G -G
*= nn(7-27)•y:x G", -.

"yy

The multiple coherence is evaluated in Section 5-3 by means of a

product of q terms involving the partial coherence functions
2 and this relationship is

l2 2) 2)}• -

Y1- 2(1 y (I-Y2yi ... (i-2 22 (7-28) "Yy:x )lyy qYl (q-l)

This completes step 8.

9. The final step is the source identification phase. That

part Gyy:x of the output autospectral density which is due to the

presence of the input signals is given by,

G 2 G (7-29)
yy:x y:x yy

If the multiple coherence function equals unity then all of the

output signal is due to the multiple input excitation. A value

of the multiple coherence function much less than unity means W-7 K -

that there is a large "noise" signal at the output. Upon

checking the experimental measurement techniques it may be that

there is a negligiole amount of instrument noise. This implies

errors in the selection of inputs for the system or in the signal

processing. If important inputs are left out of the model, then

the contributions to the output from these unaccounted for inputs

appear as noise at the output and reduce the multiple coherence

function.
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A second type of error which can reduce the multiple

coherence function is any errors in the signal processing. -'

Equation (5-85) of Chapter 5 gives the random error in the

estimate of the multiple coherence function, and this error can

be reduced by increasing the number of independent sample time

histories. -' '.-

A more fundamental error is bias error due to travel time,

scattering and reverberation effects as was discussed in Section

7.1.1.1. Particularly with regard to structures for which the
reverberation time is quite long, the family of multiple delay

times which compose the reverberant field degrade the utility of

the coherence techniques. One symptom of this bias error is a

reduction in the multiple coherence function. Although all the

inputs are accounted for by the model, reverberation reduces the

coherence of a transmitted signal. This problem is particularly

acute in systems such as structures with dispersive path pro-

pagation, since the de-reverberation techniques described in

Chapter 6 are not well developed for dispersive systems. Bendat

[7-3] suggests the criterion that reverberation bias is negli-

gible is that the multiple coherence function should exceed 0.5

at all frequencies in the bandwidth under investigation.

Investigation of the partial coherence functions

YiYl (ili)!2 allows one to determine the output power coherent

with each of the conditioned inputs. The output power may be

written as,

22 2-.G = 2 + + + 22G+Gyy 'ly Gyy +Y2yj 1 GYYl + + qyq1 Gyýql!+ G nyy "'yy" YqYl (q-l)!GyyI (q-l) ! nn

(7-30)

The first term is the power coherent with input 1, the second

*. term is the power coherent with input 2 after the inputs have

* been conditioned to remove the parts coherent with input 1, and
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so forth. Equation (7-30) is the decomposition of the output
according to the ordered input coherent contributions, and allows

one to identify at any given frequency which conditioned input is
the dominant source as regards output power. The j-th term in
Equation (7-30) is the partial coherent output Gyy:j (j-l)! of

the j-th input such that the effects of the first (j-l) inputs

have been removed, and equals

Gyy:jl (j-l) = Yjy (j-l) Gyy (j-l) (7-31)

This completes the partial coherence source identification

process.

EXAMPLE: These partial coherence techniques have been

applied to the study of the relative acoustic and structural

vibration excitation of an instrumentation truss from a Titan

missile [7-4] as shown in Figure 7-2. The system was

artificially excited by three band-limited noise sources whose

degree of partial coherence could be manipulated. Two were

mechanical inputs applied by shakers mounted on two pushrods of

the foundation, and the other input was an acoustic excitation

delivered via a horn. The vibration input transducers were

accelerometers mounted close to each shaker, and a microphone

mounted a fixed distance away from the instrumentation truss.

The output transducer was an accelerometer mounted at the

position of the instrumentation.

Even if the three noise sources are incoherent the "input"

signal sensed by either input accelerometer is partially coherent . .

with each of the sources. This is because the excitation pro-

duced by shaker 2 is transmitted to accelerometer 1 through the

structure, and the acoustic excitation couples to the structural

vibration of the truss and thus produces an acceleration at the

location of accelerometer 1.
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Although the instrumentation truss was excited by broadband

sources, source identification is important only at those fre-

quencies for which there is a sharp peak in the accelerance of

the output. The multiple coherence function is illustrated in

Figure 7-3. This function is small over much of the bandwidth,

but it has several sharp peaks where its magnitude is on the

order of 0.7-0.8. These peaks occur at the frequencies of the

accelerance peaks, so that the multiple coherence function is

sufficiently large to identify which source is exciting which

resonance. Table 7-1 exhibits the partial coherent power

analysis at each of the truss resonance frequencies [7-51. The

last column of the table shows that source 3 (the acoustic input)

is the dominant source of power injection at the two highest

frequencies, 290 and 420 Hz, and makes a negligible contribution

at other frequencies. The response at the lower frequencies is a

complicated sum of the two input shaker excitations.

The fact that the multiple coherence function differs from

unity signals the presence of a large "noise" signal. The main

sources for this apparent noise signal are bias errors in the

spectral estimates and errors due to reverberation in the

structural response.
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7.2 TRANSMISSION MODEL

7.2.1 Acoustic Intensity Method

7.2.1.1 Technique

The acoustic intensity method involves scanning over a

vibrating and radiating surface with a transducer which generates

outputs that can be processed to give the acoustic intensity or

power. The net acoustic power from the surface is obtained from

an average of the intensity evaluated at close distances to the

surface and at a sufficient number of locations over the

radiating area. By performing this averaging process for the

different component surfaces an estimate is obtained of the

contributions of each to the total sound power radiated from the

body.

This method does not generate information characterizing the

directivity of the acoustic power of individual sources and

therefore of the total body itself. A ranking of the contri-

butions to the pressure levels measured at a particular distance

and orientation with respect to the body is not precisely defined

by the intensity measarements. Measured pressure levels depend

on the overall directivity of the radiating body, the orientation ..

and distance of the measurement location from the oody and the

acoustic characteristics of the space adjacent to the microphone

location. -" -

It is important to distinguish between the intensity and

pressure or velocity variables which are used as inputs and

outputs. The intensity is a flow variable describing a net flow

of energy through a surface in space. It is obtained as a time

avurage of the product of in-phase components of pressure and

velocity on the surface. For different surfaces which have

coherent components of velocity an additional factor is involved f- -.

in assessing the influence of that coherence on the radiated
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intensity. This factor is that there is a mutual coupling

between the radiation impedances of the two surfaces. That is,

the pressure at surface one is influenced by the motion of

surface one, but it is also influenced by the motion of surface

two as well as any other vibrating surfaces.

The definition of acoustic intensity in terms of acoustic

pressure and flow is now introduced. The acoustic pressure p and

particle velocity ur in the r-th direction are related by

Ur (i/p) fdt ap/ar (7-32)

where the equilibrium density of air is p and the integration is

over time. Thus measurement of the pressure gradient ap/ar in

the r-th direction enables a computation of the flow in that

direction. The acoustic intensity Ir in the r-th direction is

defined to be the time-average of the product of pressure and

flow as follows:

I r ; <pur> (7-33)

where the brackets '<...>' denote a time-average.

The acoustic intensity is measured using two pressure-

sensing microphones spaced a distance Ar apart as illustrated in

Figure 7-4. The component of the acoustic intensity parallel to

the line joining the microphones is measured. Let the pressure

time history from the microphone closest to the source be pl(t)

and that from the microphone farthest from the source be P 2 (t).

The pressure p and pressure gradient ap/ar at the midpoint

between the microphones may be estimated using the finite

difference approximation by,

P = 2 (Pl + P2 (7-34a)
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3p/er= (P 2 - pl)/Ar =p/Ar (7-34b)

so that Equation (7-32) for ur becomes

ur (1/pAr) J (P 2 - Pl) dt (7-35)
r f (P2

The accuracy of the finite difference approximation is discussed

later in this section. The acoustic intensity may be written in

terms of the two microphone pressures by,

r= <(-i/2pAr) (p 1+P2 ) fdt (p 2 -Pl)> (7-36)

The time domain approach using analog methods is to

construct the sum and difference of the pressure signals

histories, integrate the pressure difference and carry out the

necessary multiplication of the signals. Time-averaging of the

resultant product leads to the acoustic intensity.

With the widespread acceptance of digital signal processing *

techniques, it is more convenient to estimate the acoustic inten-

sity using a frequency domain approach constructed using the

sampled time series of the two pressure signals. Fahy [7-61

shows that the acoustic intensity spectrum Ir(f) may be expressed

in terms of the imaginary part of cross-spectral density function

G1 2 (f) by,

r(f) = - Im(Gl 2 (f))/21TfpAr (7-37)

"7-27
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Ensemble averaging is used in conjunction with Equation (7-37) to

estimate the cross-spectral density. As discussed in Section

3.2.1.10, ensemble averaging is equivalent to time averaging in

most practical applications. The total acoustic intensity over ;*."-

all frequencies is obtained by integrating (7-37) over all

frequencies in the measurement bandwidth.

7.2.1.2 Errors

The main potential obstacle in applying Equation (7-37) to

acoustic intensity measurements is to ensure that the phases of

the instrumentation are matched between the two channels. Chung

[7-71 has developed a technique which bypasses the need for phase

calibration between the channels. Figure 7-5 shows the relevant . ..

instrumentation needed for a measurement. The i-th channel

pressure signal Pi (i=1,2) is sensed by a microphone with a

microphone sensitivity transfer function HTi ,and this signal is

amplified by an amplifier with a transfer function HAi. Thus the

total transfer function Hi(f) associated with each channel is

J (f)-

H. (f) = Hi (f)J e = H (f) H . (f) (7-38)
1 Ai Ti~f

It follows that the cross-spectral density G 2(f) between the

actual pressure signals is related to the measured G1 2 (f) by

Gplp2 (f) = G1 2 (f)/[H 2 (f) H 1 (f) (7-39).

Suppose now that the channels are switched and the measured

cross-spectral density is denoted G1 2 (s) f). The cross-spectral

density function GpP(f is given under these ne4 test

conditions by

)12 (f)/[H 1 (f) H2 (f)] (7-40. "
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Multiplying the above two equations and taking the square root of

the resulting expression leads to

(s) 1/2
G (f) =[G 1 2 (f) G1  (f)] /JH (f)II 1H(W (7-41) 1

so that the acoustic intensity may be estimated by

I(f) =Im~tG 12 (f) G (s(f)] }/[2rrfpArIH (f) IH jH(W) (7-42)

Thus the microphone switching technique requires two ensemble

averages of a cross-spectral density function, that the sound

field remain stationary over both measurements, and it requires

taking the square root of a complex quantity--namely, the product

of the cross-spectral densities in Equation (7-42). In addition,

the magnitude of the instrumentation transfer function must be

measured for each channel.

The switching technique requires interchanging all of the

instrumentation associated with each channel, the microphone,

pre-amplifier, and amplifier, in addition to any other possible

filters and recording devices. If one uses a pair of microphones

* and pre-amplifiers which are phase-matched, then it is only

necessary to switch the remaining instrumention.

This instrument switching techniques has the advantage of

eliminating errors due to phase calibration uncertainties. Other

sources of error remain. The random and bias errors in the

estimation of the cross-spectral density functions are discussed

in Section 3.3.3.7. The remaining causes of error are those due

to limitations in the finite difference approximation (see

Equation (7-34)) and microphone interaction effects.

Let lo denote the true value of the acoustic intensity atW

the point midway between the microphones in the direction of the

vector pointing from sicrophone one to microphone two. Let -e

denote the estimate of the acoustic intensity obtained from
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Equation (7-36) using the finite difference approximation. If

the microphone one is located a distance r 1 from a simple source

(an acoustic monopole) and microphone two is a distance r 2 from

the source, then the error in decibels between the actual and

estimated intensity levels is

r2
Le 10 log(I0/I) / 10 log [sin( - r) r -(7-43)e 0ke Ar r1r2

where r = '/2(rl+r 2 ) , and the wave number k=21T/A for the acoustic

wavelength A. This error is negligible at low frequencies or

small microphone spacings, and becomes appreciable for k~r > I.

The error when this quantity equals unity is less than one

decibel. The errors involved when the source is a dipole or

quadropole radiator are discussed by Thompson and Tree [7-81 and

a related discussion is given by Elliot [7-9].

Interaction effects between the microphones also cause

errors in the acoustic intensity estimate due to scattering and

diffraction effects as well as errors due to the finite aperture

size of the microphones. These interaction effects are minimized

by choosing the smallest possible microphones for the measure-

ments, limited only that they should have sufficient sensitivity

to produce an acceptably good signal-to-noise ratios (see Chapter

2). If there are phase errors in the instrumentation, then these

phase errors limit the accuracy of the technique at low fre-
quencies (when kr<0.1).

The presence of reverberation or nearby scattering objects

can bias the estimate of acoustic intensity. If tests are made

in a reverberant room, the intensity probe must be within the

near-field of the source.

7.2.1.3 Tests to Validate M~ethod

There are several tests which can be used to validate that

the acoustic intensity technique is giving accurate results. The
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"simplest is a consistency check. The two-microphone intensity

probe is used to estimate the acoustic intensity from a simple

source. Next the microphones are rotated by 1800 and the -.

acoustic intensity is re-measured. The magnitude of the acoustic

intensity estimates should remain unchanged, and the direction of -

energy flow should reverse. A more careful calibration of the

directional characteristics is made by measuring the acoustic

intensity component as a function of the angle of rotation of the

intensity probe. When the vector from microphone one to micro-

phone two points directly parallel to the energy flow in an

acoustic plane wave, the acoustic intensity is I0. When the

intensity probe is rotated an angle 8 from this axis the acoustic

intensity 1(6) is

I (e) = I0 cose (7-44)

Measurements of the acoustic intensity as a function of the

rotation angle of the probe should agree with the predictions of

Equation (7-44).

A more direct validation that the acoustic intensity meter

is accurately measuring the desired quantity is to create a one-

dimensional acoustic wave excitation. This can be done by using

a plane wave excitation in a duct or using a small acoustic

source in a free field environment. The acoustic intensity I0 of

such a plane or spherical wave excitation is known to be

210 : <p2>/pc (7-45)

where the phase velocity is c. The acoustic intensity should be

measured directly by a time-averaged measurement of the squared

pressure using Equation (7-45) and compared to the estimate Ie of

the acoustic intensity using the cross-spectral method (see

7-32
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Equation (7-42). Typically, the acoustic intensity meter,

including the probe, related electronics and data processing, are

working properly if the intensity estimate is within .5 to 1 dB

of the estimate based on the measured mean square pressure for.-

the plane wave case. '::'.-& -

10 log 2 < -10 dB
<p >/Pc

The final way to validate the acoustic intensity method is

to determine the total sound power of a source using either a

source of known power output and compare this to the total sound

power computed from the acoustic intensity estimate. The sound

power W of a simple source is related to its acoustic intensity

measured a distance r from the source by,

W 41Tr 2 0 (7-46)

if the source is in free space and r >> A c

The acoustic intensity technique measures the acoustic

intensity at a point midway between the microphones. Because of

mutual interactions effects between different parts of a

radiating structure it is sometimes useful to average the

acoustic intensity over a small area in space. The advantage is

that there is a higher repeatibility in the estimates obtained,

at the expense of the fact that the spatial resolution is limited

by the size of the scan area. With measurements at a point, the

high spatial resolution is obtained at the risk of introducing

possibly large errors due to errors in repositioning the acoustic

intensity probe. In addition, the smaller the scan area the

larger the number of samples which have to be taken. One must Iwo-

decide in the problem definition phase of the study or experiment

what the acceptable limits are to the spatial resolution. Given

those limits, one can define the largest possible scan area which

meets the criteria.
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7.2.1.4 Example

The acoustic intensity has been measured at points sur-

rounding a diesel engine/chassis system with the transmission in

drive and the engine running at 650 rpm [7-10]. Figure 7-6 shows

five views of the engine/chassis system, and Figure 7-7 shows a .%,.• .•

block diagram of the acoustic intensity (in increments of 25 x
10-6 watts/m2 ) on each of the five surfaces. The acoustic

intensity probe used a pair of 1/ microphones spaced 11 mm apart,

and the scan area was composed of a square of length 182 mm on

each side. The frequency bandwidth used in the analysis was 500-

4000 Hz. The peak intensities are located directly above and in

front of the engine. Low acoustic intensity levels are found are

the side views at the positions of the two tires. The total

acoustic intensity through each surface can be computed by

integrating the acoustic intensity over the surface. The largest

component of acoustic intensity was through the top, which

accounted for 40% of the total radiated power. By contrast, the

smallest component was through the back which accounted for only

10% of the acoustic intensity.

Is. -"
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7.2.2 Dominant Source Location

7.2.2.1 Sound-Ranging Technique

Measured data can be used to identify the location of

dominant sources in an acoustic or other non-dispersive environ-

ment at any point. Two widely used methods of source location

are based upon use of the cross-correlation function and the

cross-spectral density function. Either of these functions are

then interpreted to obtain information relating to propagation

time delays between the source and receiver locations. For

correlation functions this information is obtained directly in

that the correlation has a peak at a time equal to the delay time

between the receiver positions. This delay can be used to infer

source location characteristics. For cross-spectral densities

the propagation time delays are inferred from the phase charac-

teristics of the cross-spectral density.
The application of these techniques to the location of

dominant sources in an acoustic environment involves simultaneous

measurements of pressure levels a& two and possibly more loca-

tions in the acoustic field. The locations are not necessarily

at the locations of sources. The pressure levels are analyzed to

obtain the time delay between the signals at the two locations.

From the time delay, the distance between the microphones, and

the speed of sound, the direction of propagation of the sound

with respect to the line connecting any pair of microphones can u-
be inferred. A maximum time delay occurs when the line connec-

ting the microphones points towards the source. A third

simultaneous pressure level measurement at a different location

enables determination of the source distance from the microphone

locations.

The above process is simply a sound-ranging procedure. Its

usefulness depends on being able to obtain accurate time delay

information from the cross-correlation or cross-spectral density
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functions. The existence of secondary noise sources can possibly

obscure the identification of time delays, particularly if the
noise signals are coherent at the pairs of microphone locations.

The measurement techniques described in this section of the

compendium are limited to nondispersive propagation paths. The

effects of dispersion are discussed in Chapter 6.

7.2.2.2 Cross-Correlation Procedure

This section discusses the use of the cross-correlation

function as a source identification tool. Methods for estimating

the cross-correlation function from received time histories using

digital signal processing are discussed in Chapter 3; the cross-

correlation is defined Section 5.1.4 as an analog signal; and the

use of the cross-correlation function in delay time estimation

for nondispersive systems is discussed in Section 6.2.2.

Let the two time history sijnals be pl(t) and P2 (t) as

follows:

Pl(t) s(t) + m(t) (7-47a)

p 2 (t) = h s(t-:) + n(t) (7-47b)

where s(t) is the source signal received at the first receiver

location and s(t-r) is the source signal at the second receiver

which is delayed by a time T relative to the first. The source

signal at receiver two is scaled by an amplitude factor h

relative to receiver one. There are noise signals m(t) and n(t)

present at the two locations which are assumed to be incoherent

with the source signal, but which may be coherent with one

another.
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The cross-correlation function R1 2 (T) between the two

measured time histories is found from Equation (5-17b) or

computed from Equation (3-152) to be

Rl 2 (t) = h R (t-T) + R (t) (7-48)12ss mn

where the autocorrelation function of the source signal is

Rss(t). The autocorrelation function is defined in Equation (5-

17a) and may be calculated in terms of sampled time series using

Equation (3-39). The cross-correlation function between the

noise sources is Rmn(t).

A general property of the autocorrelation function is that

it attains its maximum value when its argument is equal to

zero. Figure 3-11 illustrates this behavior when the source

signal is white noise, pink noise, or narrow band filtered

noise. This property also applies for sinusoidal signals. This

means that the autocorrelation function Rss(t-t) is largest when

t=T. If the noise signals are incoherent so that Rmn(t) equals f-:
zero, then it follows from Equation (7-48) and the above

mentioned property of the autocorrelation function that the

cross-correlation function R1 2 (t) has its maximum value at a time

equal to the delay time between the two signals. This relation

is the basis of the use of the cross-correlation function for

time delay estimation.

It is also easy to see that the presence of partially

coherent noise between the receiver locations can alter the

position of the criss-correlation maximum and thus bias the t me

delay estimation. Further discussion of the problem of noise

contamination is contained in Section 7.2.2. 3.

The propagation delay time T between the pair of receivers -.

may be written in terms of the phase velocity c and the path-

length d between tihe receivers as follows:

-d/c (7-49)
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This path length difference is illustrated in Figure 7-8, in

which the two receivers are separated by L. Knowledge of this

path length difference constrains the source to lie on a

hyperbolic surface in space. Several of these surfaces are

illustrated in Figure 7-9. When the receivers are located far

away from the source so that the transmitted wave has a planar

wavefront then the asymptotic angle of arrival e with respect to

the line joining the receivers is given by

6 = cos-1 (d/L) (7-50)

Several values of this angle of arrival are shown in Figure

7-9. The figure also shows that the source location lies at this .

angular orientation when the source is much farther from either

receiver than the spacing L between the receivers.

EXA>APLE: An example of source location by through cross-

correlation analysis which shows some of the practical problems

involved and their solution is the location of sources underwater

using pairs of hydrophones (7-11]. Similar practical problems

are encountered in aeroacoustic applications. The source in this . WW

case was an underwater explosion 18 meters below the surface and

522 Kilometers from the hydrophones. The hydrophone separation

varied from 62 to 477 meters.

A typical pair of time histories of the received signals is -•

illustrated in Figure 7-10. The signal is separated into three

general regions. In region I of the first receiver signal

(denoted hydrophone 2) the initial pressure pulse from the source

is denoted by IA. It is followed by two other peaks denoted 2A

and 3A. These two secondary peaks are created by a train of
bubbl- pulses which follows the high intensity pressure wave-

f ront. Re3ion 11 is a relatively low amplitude portion of the
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Figure 7-12 shows the cross-correlations associated with the

six possible combinations of four receivers as a function of

angle. The spacings between pairs of receivers are all diffe-

rent, and the receivers are arranged on a line. The 1-4

hydrophone combination in the figure is the same cross- %'. .

correlation as in Figure 7-11, except that Equation (7-50) has

been used to convert the delay time into the angle of

incidence. The peak in the cross-correlation associated with the

direct signal is clearly seen in each cross-correlation, and the

portion of the signal due to the train of bubbles is strongly

dependent on the receiver separation.

The average of the six cross-correlations is presented in

Figure 7-13. The use of four receivers has made the cross-

correlation peak strongly evident--the source is clearly located

along a line oriented 26 degrees with respect to the line joining

the receivers.

This example shows that the complicating factors of

reverberation and complex source characteristics can diminish the

usefulness of the cross-correlation source location techniques,

unless adequate care is taken in the data collection and analysis

phases. The effect of reverberation and multiple reflections can

be reduced by sjitable time-windowing of the individual time

histories. In terms of this example, this was done by using a

transient signal and focussing attention upon Region I of the

time histories shown in Figure 7-10. The contaminating influence

of temporal distortions in the signal, represented in the example

by the bubble trains, was removed by using multiple receivers

with different separation distances.
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time history which includes a weak reflection of the signal from

the surface of the water. Region III is the reverberant build-up

of the underwater acoustic field due to multiple reflections from

the rough bottom. Receiver two (denoted by hydrophone 4) has a

similar time history. The initial pressure pulse is denoted by

1B, and the bubble pulses by 2B and 3B. The relative time

difference between the hydrophone arrival times is evident in the

figure.

Figure 7-11 shows the cross-correlation function of the two

time histories. The time difference between the peak marked A is low

the propagation time difference between the two initial pressure

pulses. The peak marked B corresponds to the bubble delay time

2A and 3A for receiver one or 2B and 3B for receiver 2. The

secondary peaks at A' and A'' and their delayed counterparts B'

and B'' are due to the spectral distribution of the source

signal. It is difficult to conclude from Figure 7-11 whether

energy is present from multiple angles since there are so many

cross-correlation peaks.

The use of multiple pairs of receivers can eliminate this

problem. If the spacing between the hydrophones is varied with

the source excitation remaining at the same location, the

observed delay times and t 2 for receiver spacings of L1 and L2

are related by

Ti/r2 = /L (7-51)

This equivalence of ratios is apparent from Figure 7-8; an
increase in L increases d by the same amount and hence increases

the delay time. However, the time delay associated with the

bubbles is not affected by the receiver separation. It is only a m
function of the propagation characteristics of the source; namely

that a large amplitude wave motion induces bubble formation.
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7.2.2. 3 Cross-spectral Density Technique

PROCEDURE: The cross-spectral density function between the

time series associated with two receivers may be used to compute

source location. Let the two time signals be as given in .- -... , ,.

Equation (7-47) of the previous subsection. Then the cross-

spectral density G1 2 (f) between the signals is given by

G1 2 (f) = h Gss(f) eJ 2 "fT + G mn(f) (7-52)

This equation is the Fourier transform of Equation (7-48). The

cross-spectral density function between the noise signal M(f) at

receiver one at N(f) at receiver two is Gmn(f). The amplitude of

signal two relative to signal one is h. If the noise present at

the two receivers is incoherent then the cross-spectral density

is

-j --f f - • +
G12 (f) = h Gss(f) ej 2 •fT (7-53)

This equation shows that the propagation delay time T may be

computed in terms of the phase p1 2 (f) of the cross-spectral

density as follows:

- 1 2 /(2rf) (7-54a)

where

G1 2(f) = 1G12 (f)l e (7-54b)

Once the propagation delay time T is computed, the source

location evaluation process takes place as discussed in Section

* 7.2.2.1.
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Methods for estimating the cross-spectral and autospectral

densities are discussed in Section 3.3.3 and 3.2.3, respectively,

along with consideration of the random and bias errors which

arise in the estimation process.

EFFECT OF REVERBERATION: The estimate of propagation delay

time is accurate in the presence of noise at the receiver

locations as long as the two noise signals are incoherent so that

Gmn(f) equals zero. There are many cases where there are

extraneous signals at the receiver which are regarded as noise

but which are partially or even fully coherent. There are often

situations in which the noise signal can be regarded as

diffuse. This occurs when there is a reverberent background

field at the receiver locations. This problem may be "

circumvented in the time domain by using an impulsive excitation

whose duration is short relative to the reverberation time as was

shown in the example discussed in Section 7.2.2.1.

There are also techniques for handling this problem in the

frequency domain representation. Assume that the noise field in

a volume enclosing both receivers is diffuse. Then the cross-
spectral density Gmn(f) between the diffuse portion of the

signals at the two receivers is given by

G (f) = G (f) sin kL (755)mn nn ..

where L is the distance between the receivers, the wave number k

is the ratio of the radian frequency w-27f and the nondispersive
phase speed c, and Gnn(f) is the spatial average of the

autospectral density function of the noise field within the

diffuse environment. One can then regard Gmn(f) as a known

quantity and substitute the relation in Equation (7-55) into

Equation (7-52) to obtain an estimate of the delay time.
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Unfortunately, if the diffuse field is caused by reverberant

build-up of the signal of interest, then this approach can lead

to sizeable errors. A better alternative is to use the

dereverberation techniques discussed in Chapter 6 for --

nondispersive systems in order to eliminate the contaminating

effect of reverberation.
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CHAPTER 8. VIBRATION RESPONSE PREDICTION

8.1 INTRODUCTION

This chapter is concerned with how measured acoustic and

vibration data can be used with system models to predict the

vibration response of a structure. The process of modeling the

system is an important step in moving from simply observing how

the system responds to understanding why the system responds the

way it does and how to improve it. For engineering applications

involving design modifications the more useful modeling tech-

"niques are those which use physically realizable parameters

rather than merely mathematical ones.

Some caution, however, must be used to avoid too much

reliance on system characteristic models to solve all the

problems. Theoretical investigations of signal processing -.-

methods show seemingly unlimited possibilities while practical

applications fall far short of their goals. Part of this dis-

crepancy is the result of signal noise in the measured data used

as inputs to the models - the impact of which is only recently

being understood in theoretical terms. As a result there

continues to be, and rightfully so, as much dependence on

"previous experience" as on any new analysis tool.

Two factors contribute to a continuing improvement in the

practical usefulness of system modeling. The first factor is -

simply the continued development of digital processing systems

which enable detailed correlation, coherence and frequency

response analyses of multi-input, multi-output systems to be

implemented in practice. This is covered in detail in Chapter

3. The second factor is the continued development of useful

algorithms for setting up and solving the system of equations

used in modal analysis, finite element and statistical energy

analysis.
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It is helpful to distinguish between two different types of •-"'-•

system models. Ones that have parameters directly relatable to •i•!'!'<'!•'•'•!•!

physical properties of the structure (dimensions, materials, •!i.'!'.iii•i!ii!.il

II H ," .. '... .'. . ~ +
i shape, etc.) are called physical. Ones that provide an effi- •:.:.:.,.:/.

cient and concise mathematical representation of the data are 2 2•
called "mathematical." Physical models include modal analysis, i)1
propagating waves, statistical energy analysis, and some discrete • '•

element models. Parametric models include transfer function
analysis, and some empirical methods. Physical models are based • .

on an analytical solution of tne wave equation of the system or

on a numerical solution of a discretized approximation of the

wave equation. Mathematical models are based on fitting measured . i/i -
.•.-.. •.->-..•,

data to a set of equations in order to solve for the unknown•IW_ i++

parameters. The purpose of this chapter is to outline the basic -

elements of these various prediction techniques, providing refer-

ences to more detailed descriptions. Section 8.9 presents a

comparison of the different techniques. •

For the purposes of this chapter, the wave equation for a •
structure will be written as, "" "+'•"-"/"

•2y(xt)

p 2 + E(l+jq) A y(xt) = p(xt) , (8-1)
•t ....

- ,- . , - .
i . _- "."

. .
ii where y (x ,t) is the response of the system to the excitation J•

p(xt) both being functions of the system spatial coordinates x i
! and time t. Also, p is the density, E is the elastic modulus -. " .

r and n is the damping loss factor of the system material (n/2=•, J
L J

Swhere ; is the critical damping ratio), A is the spatial deriv- • ?vl

alive operator which is dependent on the type of wave motion +•I

being studied, and j=d---•. " •i-.I+I
• <-.+ .. ]

The damping is included in this manner for convenience .....

only. A damping term proportional to the first time derivative I•.,!___

+- q
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of y could be included to model, for example. viscous damping.

However, this unnecessarily complicates the mathematics.

Instead, the value of n is adjusted to represent the level of all

forms of damping. This is not a problem as long as the loss

factor is small (n<0.2). *. •

8.2 PROPAGATING PROGRESSIVE WAVE MODELS

The propagating wave analysis is used for systems that are

sufficiently large or with sufficiently high damping that the

reverberant response of the structure is not important. It is

most frequently applied to transient or shock applications.

The wave Equation (8-1) is solved as if the system were

infinite in extent. Then the source of excitation causes a wave . -

of vibration to propagate through the system. A model is devel-

oped to calculate the response of the system to this traveling

wave and possibly a number of reflections off boundaries or dis-

continuities.

8.2.1 System Model

The freely propagating wave is found by setting p(x,t)=O in

SEquation (8-1) and assuming a sinusoidal motion at frequency

w=2'f of the form:

y = Y(x) eJ"t = Y(x) {cos(wt)+jsin(wt)}.

8-3
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Then Equation (8-1) simplifies to

{_p 2 + E(l+jn) A} Y(x) = 0. (8-2) -.

The solution of equation (8-2) depends on the form of the spatial

derivative A For example, with the one dimensional
2

compression wave A - The general form of the solution is

then

Y(x) Ae + Bejyx (8-3)

which represents one wave traveling in each direction, with A and

B arbitary constants and y the spatial propagation constant.

Substituting Equation (8-3) into Equation (8-2) gives

2 •2

=Y E( -+3 (8-4)

Further simplification is obtained by noting the wave speed

c=:E/p and the wave number k= w/c (which is a measure of the

spatial wave density). Then

y k(!-•- /2) for -,,,0.2 (8-5)

8-4
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Consider a single compression wave traveling in the +x

direction. It must have the form,

jWt -- kx (8-6
y(x,t) = A e e-7 e-jkx 8-6)

This is shown in Figure 8-la for a particular time as a

function of x. The term e- kx/2 represents the decay of the

wave as it propagates in the +x direction.

Next, consider in addition a reflected wave of amplitude

B=ReJýA travelling in the -x direction, where R and 0 are the

magnitude and phase, respectively, of the reflection coefficient.

The system response is then given by:

k kx -j x j kx jkxy(x,t) = A ejwt [e- k2 e + R e e e ] (8-7)

Figure 8-lb shows the shape of the reflected wave. Note that the

amplitude of this wave is growing exponentially ii. the +x direc- .

tion and, therefore, must have a position of origin a finite .... .. -

distance away.

we
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8. 2.2 Excitation and Response Model

The propagating wave analysis can model excitations in the

form of either imposed motions, or applied forces (or pressures

or stresses). In principle, these excitations can be distributed

spatially, but most frequently only localized excitations are

considered. With localized excitations the freely propagating

waves derived in the previous section are used to match the re-

sponse of the system to the response at the points of excitation,

and then are used to give the response of the rest of the system

where no excitations are applied.

For the case of imposed motions, a propagating wave in the

form of Equation (8-6) is set up with its amplitude fixed at the

location of the excitation.

For the case of applied forces, the response is determined

by the characteristic impedance Z(w) defined by

_ F(w}
Z -) V(W) (8-8)

where F(L) is the amplitude of the excitation force and V(w) is

the amplitude of the system velocity response at frequency w

When considering sinusoidal motions of the form e3wt, the

velocity is given by V = jwY Then the wave amplitude Y is

given by

Y F (8-9)

at the location of the force excitation F. The value of the

impedance depends on the particular system being studied.

8-7
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For example, with the one dimensional compression wave,

the motion y, at position x, is related to a pressure p, by

p =-E(I+j•) •--* (8-10)3 x

With a pressure acting over a surface area S, the excitation

force F is given by pS. Combining this with Equation (8-7) gives

H ZI + S (8-11)
1="r Reo

Table 8-1 summarizes the procedures used in the propagating

wave method.

For a more Aetailed description of the propagating wave

solution and examples of its application see Reference [8-1,2].
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Table 8-1 Summary of Procedures for the Propagating Wave

Solution Method.

A. Inputs Required

1. Idealized geometric model of system. .,,_

2. Dynamic properties of waves in system model

(e.g. characteristic impedance Z, wavespeed c,

wave number k, damping loss factor n).

B. Steps of Solution

1. Identify wave type to be used in solution.

2. Identify wave equation for chosen wave type.

3. Solve wave equation for freely propagating

system response.

4. Match response amplitude to the amplitude

imposed at the excitation location.

5. Solve for the system response at other

locations.

C. Outputs Obtained

1. System response (amplitude and phase) to a

particular excitation as a function of position.

2. System transfer function (response per unit

excitation)

8-9
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8. 3 TRANSMISSION LINE ANALYSIS

An important extension to the propagation wave analysis of

dynamic systems is the transmission line analysis. This method

"is generally applied to one-dimensional propagation problems

where the system being analyzed can be modeled as a series of

one-dimensional elements each having uniform properties. The

propagating wave solution in the form of Equation (8-11) is

applied to each element, to represent an excitation at one end

and reflection off the other end. This results in a complete

solution for the standing wave (reverberant field) in each

element.

Then by combining these solutions with the appropriate

boundary conditions at each connection between elements, the P

characteristic transfer function for the system can be found.

For example, the one-dimensional compression waves in a rod

of length L would have a reflection characteristic at a free end

of R = +1 and • 2k(l-j.)L. Substituting these values into

Equations (8-11) gives

Z11 = 3c S /l-+-j- tan k(l-j")L} (8-12)

This function is plotted in Figure 8-2.

A model can be developed of a series of rods (of arbitrary

physical parameters) connected together by setting the boundary

conditions at each junction to be consistent with the type of

connection. For rigid connections, the velocities of two

elements at a common junction are set equal while the forces

generated at the junction are set equal in amplitude but opposite

in sign.

8-1
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"Assembling this type of model is made easier by using the

transmission matrix equation

V1  TVV -TvF V2
1 2 12 (8-13)

F TF -TF -F 2
1 12 12

where the elements of transfer functions matrix T are related to

the impedances [8-1. Then if point 2 of element "a" is rigidly

attached to point 1 of element "b", the conditions

-F F (8-14)

-F 2  a 1 b

result in a new transmission matrix

V1  V2  " .
1 T T 2

F1  a a b -F 2 b (8-15)

Figure 8-3 shows an example of the applications of this type of a

compound model to a rubber isolation mount. A comparison of the

measured and predicted vibration transfer function of the mount

shows that while the general nature of this frequency resoonse

function is reproduced in the model, some of the details are

missing in the predictions. This is because the model only

includes one type of wave propagation (one-dimensional,

compression waves) while there are really several wave types

present. These additional wave types could be included in the

model but the computations become considerably more complex.

8-12
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Table 8-2 summarizes the procedures used in the transmission

line analysis method.

More information on this transmission line analysis can be

found in [8-1,2,31.
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Table 8.2 Summary of Procedures for the Transmission Line

Analysis Method

A. Inputs Required

1. Geometric model of system including a set of ...

interconnected idealized subsystems.

2. Dynamic properties of waves in each subsystem

(e.g. characteristic impedance Z, wavespeed c,

wave number k, damping loss factor n).

3. Idealized model of the excitation as localized lie

forces or imposed motions at the subsystem

junctions.

B. Steps of Solution

I. Identify wave type to be used in each subsystem.

2. Solve each subsystem wave equation to obtain the

elements in the transmission matrix.

3. Set up complete system transmission matrix based

on interconnections of subsystems.

4. Solve matrix equation for system transfer

functions.

5. Solve for the system response at subsystem j-

junctions by multiplying the system transfer

function by the excitations.

C. Outputs Obtained 7-

1. System response (amplitude and phase) at

subsystem junction points to a particular

excitation at subsystem junction points.

2. System transfer functions (response at juntions m -

per unit excitation).

8-15
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8.4. MODAL ANALYSIS "

8.4.1 Normal Mode Analysis

An alternate solution to the propagating wave solution of

the wave equation is the normal mode solution. Temporarily

taking the form of Equation (8-2) without damping or excitation

gives

(-P2 + E A ) Y(x) = 0 (8-16)

A solution is formed by expanding Y(x) in a set of normal modes --

(mode shapes)

Y(x) = E Yn Tn(x) (8-17)
n=1

where Yn is the amplitude associated with each mode. With the

appropriate boundary conditions applied to Equation (8-16), a set

of 'n (x) are found for a particular set of eigenvalues wn

(resonant frequencies).

An additional constraint of orthogonality is placed on the

modes so that the following condition is met: ,dg 7

T m (x) P n (x) dx = 6 (8-18)

M mn m,n ---

where 5 = 1 if m = nm,n

and 5n= 0 if m * n
m,n

8-16
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The excitation F(x) is also expanded in the set of mode .-

shapes:

F (x) = F T (x) (8-19) .

n=l n n

Substituting these expansions into the wave Equation (8-1) gives

2W+P in (l+j') Y ~n ' n (x) F n2 F n (x) (8-20)

n=l n=1 n n

Since the mode shapes are orthogonal, Equation (8-20) must hold

for each value of n independently.

Therefore

W 2 1 (8-21)
n 2 n p n

The characteristic modal impedance is given by

F
n P 2 2

Z F -w 1{•2(l+jin) W (8-22)
n 3w 7 w n (22n

The modal excitations due to applied forces are given by

F - F(x) n (x) dx (8-23)
Fn n

8-1.7
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When the system is excited by an imposed motion y., the modal

excitation for the response in the coordinate system .

w(x) = y(x) - YO is given by [8-4]

F -p -n- ' n(x) dx (8-24)
dt -

8.4.2 Evaluating Modal Parameters

The modal parameters can be obtained in one of several

methods. For simple systems, closed form analytical solutions

can be found using known mathematical functions (such as sine and

cosine) for the mode shapes. These solutions can be used as an .

alternative method for deriving transmission line models as

described in the previous sections.

For complex systems, the discrete element models can be used

to evaluate the approximate mode shapes and resonant

frequencies. These methods are described in Section 8-6.

In this section, the experimental technique known as modal

analysis is described. This method uses measured values of the

frequency response functions of the system at a finite set of

points to evaluate the modal parameters.

The complete response of a system at position xr is given by

SjwF •' ()n n (r

Y(x z j 2 (8-25)
n=l p;• (l+jn) - W

L n

For a point force excitation of amplitude FO at position xs,
00Fn Fo 1Y(xs) p/M where M is the mass of the system. Then the

transfer function between the response at xr and the excitation

at xs is given by

8-18
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H r(8-n r6n)f _M 2 2 (-6y s n n 2(l+jn) - W

n ." - " -

Two methods can be used to experimentally determine the

values of i (x) for a structure. One is known as the sine-dwell

method which excites the structure at multiple points with pure

tone force excitation at a frequency near a known resonant

frequency. Then by adjusting the frequency of the excitation and

monitoring the relative phases between the forces and several

response points, the exact resonant frequency can be found and

the response is assumed to be dominated by a single mode. Then

the mode shape can be measured directly by a scan of the

vibration response of the structure.

While the sine-dwell method has been the choice of many

people in the past, it is gradually being replaced by a second

method because of the high labor intensive effort required for

the sine-dwell method.

The second method is most frequently referred to as "modal

analysis" and involves curve fitting the frequency response func-

tions (frf) measured at a number of points on the structure. By

measuring the drive point frf H at position xl, the valuesy "f

of the T n(Xl) can be obtained along with the associated values

of wn and n, as long as they can be accurately distinguished in

the measurement. This is done by using a curve fitting routine

(such as least squares) to match the modal response equation to

the measured data in a frequency range around each resonant

frequency. The simplest of these routines fit a single mode at a

time, while more complex routines are available to fit multiple

modal responses simultaneously. The multi-mode curve fits do a

better job where modes overlap in frequency and therefore are

difficult to handle separately. An example of this is shown in

Figures 8-4.
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With the values of T (xl) obtained experimentally, the

values of n (xi) at other positions xi can be obtained by
n

measuring the transfer frf Hy-f *It is important that the

proper boundary conditions be applied to the structure when it is

tested because these affect the modal parameters. A check for

consistency in the measured data can be made by measuring some

reciprocal frf (with the excitation and response points reversed)

and comparing results to verify that Hf H

Table 8-3 summarizes the procedures used in the method.

More information on modal analysis can be obtained from

References [8-5,6,71.

W, J . ..
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Table 8-3 Summary of Procedures for the Modal Analysis Method

A. Inputs Required

1. Geometric description of system including a set

of interconnected node points. a'\ *N.

2. Access to physical system for instrumentation win

and measurement of frequency response functions

at the node points.

3. Idealized model of the excitation as a set of

forces or motions at the node points.

B. Steps of Solution

1. Identify the frequency range and dynamic range

of the measurements to give good data.

2. Measure a complete set of frequency response

functions that include the drive point response

of one node and the transfer response at all

other nodes.

3. Evaluate the modal parameters using an

appropriate numerical curve fitting routine.

4. Check for consistency by repeating measurements

with loading at other node points.

5. Compute the system response at the node points

by multiplying the modal transfer functions by

the excitation.

C. Outputs Obtained

1. System response (amplitude and phase) at node

points to a particular excitation at node

points.

2. System transfer functions (response of node

points to unit excitation at same or other node

points).

8-22
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8.5 STATISTICAL ENERGY METHOD

The method of statistical energy analysis has been developed

for use in the frequency range where structural responses have a

high density of resonant modes [8-8]. This method uses the form

of Equation (8-20) to model the vibration response of each struc-

tural mode and evaluate the coupling of different modes by

assuming a statistical distribution of the resonant frequencies.

8.5.1 System Model

SEA models a dynamic system by dividing it into subsystems

of resonant modes which can be considered as independent energy

storage units. These subsystem models are connected together

analytically by expressions which represent the physical coupling

between modes which allows power transmission from the more ener-

getic modes to the less energetic ones. The coupling of modal

responses of the individual subsystems is analyzed on a statis-

tical basis. The important dynamic parameters of each subsystem

are the modal density (in radian frequency) n(w) , the impedance

Z at each connection point, the internal damping loss factor ,

and the mean square velocity <v 2 > of the vibration response

averaged over time and space.

The statistical nature of this type of analysis comes from

the assumption that the system modal responses are randomly dis-

tributed in frequency and space. This assumption is generally

more valid for higher order modes than for the lower order modes

and therefore limits the application of the analysis at low fre-

quencies. However, with this assumption two types of averaging

can be used to greatly simplify the evaluation of the mean square low

response of interconnected subsystems at higher frequencies.

One type of averaging is over frequency. If the response of

a subsystem is to be averaged over a frequency band (such as a

1/3 octave band) which contains a sufficiently large number of

8-23
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subsystem modal frequencies, then only the average dynamic

parameters of the subsystem must be known. In this case the

exact frequency of each resonant mode does not have to be known,

only the average modal density in each frequency band. ..-

The second type of averaging is over ensembles. If a sub- "'N •

system response is to be averaged over a sufficiently large

number of similar but not identical samples or the subsystem is

connected to others by a sufficiently large number of independent

junctions, then the same type of analysis can be used as in fre-

quency averaging. The number of modes or ensembles necessary to

meet the "sufficiently large" requirement depends on more

detailed information about the subsystems and on the desired

confidence interval of the response prediction.

The definition of a subsystem in SEA is a group of resonant

modes that share energy on an equal basis because they have simi-

larities in their dynamic characteristics. These groups of modes

can usually be identified by the different classes of modes in a

structure (such as longitudinal, bending, shear, etc.).

The subsystems of a complex structure can be identified

first by dividing the structure into substructures which are

interconnected by clearly definable junctions. Then, for each -- '-

substructure, the different classes of modes are identified as an

individual subsystem. Each subsystem is described dynamically by

three parameters: the modal density n(w) , the wave number k(w)

and the damping loss factor nd . - .

The modal density is the number of resonant modes in a

narrow frequency band divided by the bandwidth in radians/sec.

Formulas for evaluating the modal density for many types of sub-

systems are given in Reference [8-2). The wave number is the

spatial density of the modes measured in radians/unit length, and

is related to the wave speed c(•) by

8-24
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k (8-27)

The damping loss factor is a dimensionless measure of the rate of

energy dissipation in the subsystem based on an energy decay of

the form e-t. The value of n is related to other measures of

damping, such as the critical damping ratio C , the Q-factor, and

the decay rate DR (dB/sec), by

1 2 DR (8-28)
Q 4.3w

8. 5.2 Excitation Model

When an isolated subsystem is excited by a steady-state

driving force, the vibration will reach an equilibrium where the

input power from the excitation is equal to the dissipated power

due to the subsystem damping (assuming for now that the subsystem

is not connected to others). With an excitation force of mean

square amplitude <f 2 >, the average input power 1. is given by
in - -.

Ti <f 2> G (8-29)

where G is the average value of the real part 9. the subsystem

point force mobility (inverse of impedance). Except at locations

on the structure which are free edges, the value of G is given by

S2 (8-30)
2 M.8

8-25"

"40



r.' :i 7 ifl' (w)

-OF I" MW V -N.-

free M (-1
edge

The dissipated power R1  in a subsystem is given by

11 diss wrd n (W) E (8-32)

where E: is the average subsystem modal energy defined by

2
= ~ 2 (8-33)
w fl(W)

where M is the subsystem mass and <a2 > is the mean square

acceleration of the subsystem (averaged over space and time).

The condition of equilibrium gives

~in diss (-4

Then the ratio of the averaqje sabsystem acceleration to the force NO

I% K . "d

ican be-expressed.. . . ..
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2--2a2> - (8-35)

<f 2> d

This ratio is valid for locations away from the driving force.

8.5.3 Coupling Between Subsystems

When a subsystem is connected to another there is an

additional loss of power due to the vibration transmission across

the connection. The net transmitted power from subsystem 1 to

subsystem 2 is denoted by RI; 2 and is given by

l1;2  = " 2" !' - E2] (8-36)

where '1;2 's (-a, :,,ping loss factor. The power flow

between t•o s•3'.s.. - i the direction toward the subsystem

with the lower a1-i "; .. . energy. IM •

The .co p1•j:. .i -r at a connection is given by

l;2 2n(• 1  Y + 12 (8-37)

where the mobilities are those which characterize the motion of

each system at the connection (called "junction" mobilities) and "__

I12 is a transmission factor, and Gi Re(Yi) . If the connec-

tion is a point, then I = i.

When there is more than one type of power flow at a junction

due to multiple degrees of freedom, the total coupling loss
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factor can be obtained by summing the individual nl; 2 in the form - -

of Equation (8-37) for each degree of freedom.

In the general case of N interconnected subsystems, the

average response of each subsystem can be obtained by solving the

set of N equilibrium equations:

N
1 i ;diss + E = ii (8-38)j-l i;j ;in

(j*i)

By substituting in the expressions for the power flow, these N

equations can be expressed in the matrix form

[A] } = 1 {Iin } (8-39)Sin " - - . .

where

A = -n(w)i hi;j i*j (8-40)

and

N
A. n(n)i idi + 7 n(W)j)ij;J (8-41)

i ir ; iss+ j l

(j 8i).

1
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The [A] matrix is symmetric since

.-. '.,.' + . - ,

n(w) rIi;j n(W). nj. i (8-42) .
1ij j "j;i

Solving for the subsystem modal energies gives

{sl-- } A] w in (8-43)

The average acceleration level of each subsystem is then given by

22 w n(W)i i
<a.i > M (8-44)

* This matrix equation can be solved for each frequency band of

interest.

An example of the application of SEA to the vibration

response of a gear box is shown in Figure (8-5) . Table 8-4 sum-

marizes the procedures used in the Statistical Energy Analysis

method. More information on SEA can be found in References

[8-8,9,10].
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Table 8-4 Summary of Procedures for the Statistical Energy

Analysis Method

A. Inputs Required

1. Geometric description of system including a set .7-

of idealized groups of modes in each subsystem.

2. Statistical properties of the modes in each

subsystem (e.g. modal density n(w), impedance Z,

wave number k, damping loss factor n)

3. Statistical model of excitation giving input

power to each group of modes.

B. Steps of Solution

1. Calculate the statistical parameters of each

subsystem in the frequency range of interest.

2. Calculate the coupling factors between mode

groups of interconnected subsystems.

3. Set up matrix equation for power balance between

subsystems.

4. Solve matrix equation for subsystem modal

energies based on input power from excitations.

5. Calculate statistical response of subsystems and

power flow between subsystems.

C. Outputs Obtained

1. System response (statistical amplitude) averaged

over region of each subsystem and averaged over

frequency.

2. Power flow between subsystems.

8-31

• : : . , -'



8. 6 DISCRETE ELEMENT MODEL
p .. P

There are many different types of discrete element models

being used to solve acoustic and vibration problems. Probably

the most widely used method of this kind is the finite element

model. The discrete element models are distinguished by their .I

approximate solution to the wave equation over a finite distance

or element size in a dynamic system. A model of the complete

system is then built up by assembling a sufficient number of

these pieces in the proper manner.

The spatial domain of the system is discretized into a

number of nodal positions where the mass of the system is assumed

concentrated. These nodal positions are then interconnected by

stiffness (and sometimes damping) elements that represent the

forces generated by the relative motions of the nodal

positions. When these forces are balanced with the inertial

forces and external forces on the system, the following matrix

equation is obtained

d 2 .. .x

dt2

where {x} is the vector of nodal motions, 1M is the diagonal

matrix of nodal masses, J(2 is the viscous damping matrix, [K] is

the stiffness matrix (having complex terms for material damping

if desired), and (Fj is the vector of external forces applied to

the nodal positions.

Assuming sinusoidal mrotioL at frequency w 2ITf of the form

jwtx(t) X() e gives

2 [M, + j. [C] + [K[ x) = {FJ (8-46)
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This system of equations can be solved for X if all the othere

terms are known. The matrix .- °

[B] - M M + jw [ C I + [ K ] ] is called the system matrix. , Z. % 10

A few general observations of discrete element models can be

made before considering the details of specific methods. Since the

system wave equation is reduced to a finite number of equations,

only a finite set of degrees of freedom (resonant modes, or

eigenvalues) are modeled. Therefore, the model is valid only up to

a certain frequency. In order to extend the model to higher fre-

quencies, more degrees of freedom (and therefore more elements) must

be included in the model. Since the solution requires the manipu-

lation of a matrix of the dimension of the number of degrees of

freedom, the computation time required grows at approximately a rate

proportional to the square of the number of degrees of freedom in

the model.

However, since the discrete element models divide up very com-

plex structures into small pieces that can be modeled accurately, .*.-.

they can provide very accurate results within the valid frequency

range.
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8.6.1 Lumped Parameter Models

Lumped parameter models divide a structure up into ideal mass,

spring, and dashpot elements. Both translational and rotational

motions can be included. The basic equations for these three types

of elements F--ma, F=cv, F=kx are combined with appropriate

force and motion compatinility. An example of a lumped parameter

model with the asf )Ciat• i frequency response function is shown in

Figure 8-6. Mo -t frat i )n on lumped parameter models can be

fo und in Re t - r "- . -.

8.6.2 Firlt, n , . ,

By t,: , .r and extensively developed discrete

element moi,- ii i tonit element model (FEM). The nodal posi-

tion,, in aAr- irterconnected by elastic elements which

give the FLM tne po-t, or an accurate solution with modeling ease.

Many different computer codes have been developed to provide elastic

elements of different types and complexity of shapes with the

necessary equations tor generating the mass, stiffness (and

sometimes damping) matrices built in.

For example, a compressional rod element of length L and with a

node at each end would have a mass and stiffness matrix given by
[8-131.

M ] LM/2 0~ (8-47)

K]=-{o 0~ M/

By assembling a number of these elements with the proper

geometric relationships, the dynamics of the system being modeled

can be approximated. The accuracy of the FEM depends in part on the.

8-34
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choice of the element types to be used. The FEM computer codes have

a number of different element types from which to choose, and are

programmed to calculate the appropriate matrix elements based on the

geometric and material parameter specifications supplied by the

user. Although each node point has in general six degrees of

freedom (three translational and three rotational), most element -' -_4-

types only use a subset of these degrees of freedom. Therefore, it

is important to understand what types of motions each element type

is trying to model in order to construct an accurate FEM.

Since a solution with damping terms would require the use of

complex arithmetic and therefore much slower solution times, large

models usually do not attempt to represent the details of the

damping in the model, but include it after the fact in an approx-

imate manner.
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8.6.3 Excitation and Response Model

Two methods of solution are possible for the set of equations

generated by discrete element models in order to predict the vibra-

tion response of the system. The first is called the "direct"

method because it depends directly on the system matrix in terms of

the modal degrees of freedom. For a steady state force excitation

the system matrix can be inverted for each frequency of interest to

obtain a solution for the modal displacements in the form:

{X)= (B F- (8-48)

Alternatively, for transient excitation, the direct method uses a

time integration method to approximate the time derivatives in Equa-

tion (8-45) at a series of time steps, and solves for the modal

displacements at each time step.

The advantages of the direct method is that it allows for a

very general form of the damping and excitation functions in both

space and time. The disadvantage is that a large number of computa-

tions are required to solve the equations over a wide range of fre-

quencies or time steps.

A second method, called "modal superposition", is more

frequently used. This method transforms the system equation into a

modal formulation where the resonant frequencies are eigenvalues and

the mode shapes are the eigenfunctions of the equation:

Det B ] 0= (8-49)
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Usually the system equations are solved without damping in

order to avoid complex arithmetic. The damping is then added to

d rbeach mode in a manner similar to the modal solution methods

described in Section 8.4. When the damping is very small ( n< 0.02)

the mode shapes can be assumed to be unchanged by the presence of

the damping.

The response of each mode to the excitations is then summed up

to give the total response at each node point. For an arbitrary

excitation function in time, all of the modes must be included in

the summation. However, for a steady state excitation at a single

frequency, the system response can be evaluated with good accuracy

by summing up only those modal responses with resonant frequencies

near the excitation frequency.

The advantage of the modal summation method for steady state - "

excitation is that the number of computations required for an

accurate solution is greatly reduced from the other methods. The

disadvantage is that it is limited in the types of damping and exci-

tation functions it can handle.

Table 8-5 summarizes the procedures used in the 2inite Element

method.

More information on finite element analysis can be found in

References [8-13,14,15].
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Table 8-5 Summary of Procedures for the Finite Element (Modal

Superposition) Method 4W

A. Inputs Required

1. GeometLic description of system including a set of

idealized elements interconnected at node points

2. Static and dynamic properties of each element type

(e.g. modal mass and stiffness matrix)

3. Idealized model of the excitation either as a set

of forces or motions at the node points or as a set

of modal forces

B. Steps of Solution

1. Calculate mass and stiffness factors at each node '

point in each element as a function of frequency

2. Assemble the full matrix equation in the form of an

eigenvalve solution for the resonant frequencies

3. Solve the matrix equation for the resonant

frequencies and mode shapes of interest

4. Calculate the response of each node to the modal

excitations

4. Calculate the response of each node point by

summing the contributions of the different modes

C. Outputs Obtained

1. System response (amplitude and phase) at node

points to a particular excitation at node points

2. System transfer function (response of node points

to unit excitation at same or other rnode point)

8-<9
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8.7 TRANSFER FUNCTION MODELS

Transfer function models fall into the general category of

. mathematical modeling. In these cases the measured frequency

response functions of a system are modeled analytically by pole-zero .__

representations using linear prediction methods. The pole-zero

models can then be used to identify system parameters. In some

cases pole-zero representations of input frequency response func-

tions can be conveLted into lumped element equivalents which relate

to physical system parameters; in which case the model becomes

physical [8-11]. In most cases, however, the pole-zero model is

simply a convenient analytic form, particularly when the dynamics of

the combined system are to be predicted from measurements made on

each part of the system independently. The use of measured data to

define system parameters in this case has received much attention.

The frequency range over which these models are valid is deter-

mined by the number of degrees of freedom incorporated in them. TheW .-

upper frequency limit is usually set by the maximum number of
resonant frequencies that the model can predict which is of the

order of the number of elements times the number of degrees of
freedom of the basic element.

8.7.1 System Model

The method of modeling mechanical elements by pole-zero models

is taken directly from the theory of electrical network synthesis ofi-5-•

passive systems [8-161. A direct analogy between electrical systems

* and one dimensional mechanical systems can be made using modern

* system dynamic theory [8-17]. However, it has been shown [8-18]

that this theory can be generalized to systems of more than one

dimension, having more than one input and output.

The concept of a mechanical element is shown schematically in

Figure 8-7. In its simplest form, it is a collection of

8-40
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matter with two points of interest, an input and output terminal,

which move only in one dimension (e.g., translation along a line).

The dynamic state of one of the terminals can be uniquely described

by the two variables: force and velocity. These two variables are

* most convenient to use here since the power flow at the terminal

point is measured by their product. The direction of positive velo-IL.

city at each terminal can be arbitrarily chosen. Then a positive

force is assigned to the direction which produces velocity at that

terminal with all other forces equal to zero.

This model can be generalized to more than one dimension by too

treating the force and velocity variables as vectors of up to six

dimensions (three translational and three rotational). Also, ele-

ments with more than one input or output terminal can be described ...

by expanding the force and velocity variables to higher dimensional

vectors which are sets of sub-vectors for each terminal. In this

way, a general method can be developed using matrix equations of

arbitrary dimensions, and the relevant c-luations to the proper

dimensional order [8-18].

8.7.2 Mobility Equations

Referring to Figure (8-7), the force and velocity at the input

and output terminals of a mechanical element can be related by the

matrix equation,

vl Y 11 Y12 Fl I-o

V]2 Y [1 (8-50)

The quantity Yij is called the drive point mobility if i = j and the

transfer mobility if i * j. The quantities V, F, and Y are assumed -

to be complex amplitudes at one frequency, f, having a time

dependence of e3wt where w = 2rf A completely equivalent

relationship can be written using the inverse of the mobility matrii- i.
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which is the impedance, Z,

Z11 Z12 V1  F1K21  [FJ (8-51)Z 21 Z 22V2 F 2J+"_•21 22L'21 2
The impedance form is usually the most convenient way to derive

the equations of motion for an element. But, experimentally, it is

easier to measure the mobility directly by taking the ratio of one

velocity to one force with the other force equal to zero. For

example,

= V1  (8-52)

1 ~20

The same type of measurement can be done conceptually for the

impedance,

F
Z 1 V (8-53)

v 2 =o

However, in most mechanical systems it is much easier to eliminate

the force at a terminal than it is to eliminate the velocity.

Therefore, the mobility equations are more convenient to use here.

The complete set of relationships for finding the individual

functions in the mobility matrix is then,

SV 1  V
*Y 11=Y (8-54)2F =F0 F =0

2 1-
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pV
- V 2  V2

[" 21 Fl Y22 I• £'' : •
1F = 0 2 F =0

One simplification can be made using the reciprocity principle,

which states that for linear, passive systems, Y1 2  Y2 1

""" 21

8.7.3 Cascading Elements

This section develops the equations for calculating the

mobility functions for a system of two mechanical elements joined

end to end, or cascaded, as shown in Figure 8-6. This makes it

possible to determine the characteristics of a large, complicated

system from the characteristics of the elements which make up the " -

* system and which might be easier to model analytically.

In considering the cascading of the two elements, a and b, it

is easier to rewrite the mobility Equation (8-50) for each element

in an input-output form,

fV] A Bi V1*

F C D -F 2

where,

A Y Y.11 12
-l (8-56)

C = 12

B = AC D C 1

Then, if terminal 2 of element a is connected to terminal 3 of
element b, V2 = V3 and F 2 - -F 3.
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It is then possible to relate terminals 1 and 4 by,

V1  [A B [ 41
F1°- DJ LF4J (8-57)

F1 C D C D -F4 . ./•.

'a

or

r aba b a b'
V1  AA + Bac AaB + BaD V 4

Fl~ = 1.C~b] ~F~j(8-58)
F1 CaAb + Deb [CaBb + DaDb -F4._.°-.:

This procedure can be repeated for each successive element --

connected to either end of the previous series of elements.

An example of this procedure applied to the connection of two

internal components in an engine is shown in Figure 8-8.

Table 8-6 summarizes the procedures used in the transfer func-

tion method.
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Table 8-6 Summary of Procedures for the Transfer Function Method

A. Inputs Required

1. Geometric description of system as a set of sub-

structures interconnected at idealized junctions

2. Access to physical substructures for

instrumentation and measurement of frequency

response functions (mobilities) at attachment

points

3. Idealized model of the excitation as a set of

forces or motions at the substructures attachment

points

B. Steps of Solution

1. Identify the frequency range and dynamic range of

the measurements to give good data

2. Measure the complete set of mobilities for each

substructure

3. Evaluate the substructure parameters (poles &

zeroes) using an appropriate nz-merical curve

fitting routine

4. Assemble the substructure models into a complete

transmission model of the entire system

5. Compute the system response at the substructure

attachment points based on the system excitations

by performing the necessary matrix computations

C. Outputs Obtained

I. System response (amplitude and Phase) at substruc-

ture attachment points to the particular excitaiton

2. System transfer functions between attachment points
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8.8 EXTRAPOLATION TECuNIQUES

In many cases where minor design changes are made in a

structure and an estimation of the change in response level is

desired, it is not necessary to construct a complete model of the •'--

system to obtain an answer of acceptable accuracy. Rather, it is

[ often possible to use simple scaling laws and extrapolation tech-

niques for these problems. These techniques are sometimes derived

from exact analysis of very simple systems such as a flat plate.

Many of the concepts in statistical energy analysis fall in this

category. Other extrapolation techniques have been empirically

derived from detailed measurement programs [8-19,20,21].

These techniques are an important part of any prediction method-,-'
no matter how complicated in that they give as a minimum a check on

the order of magnitude of the prediction which comes out of the

model. At other times the extrapolation rules may be the only thing-,..

available in the time constraints of the problem.

The basic equation from SEA that is used for extrapolations in

many cases is

<2> _ __n

(a >n =(8-59) -

where <a 2 > is the space-time averaged acceleration of the

structure, w = 27f is the frequency, Win is the input power from the

source of excitation, n is the damping loss factor and M is the mass.,-......

of the structure.

If the input power remains constant while the other system

parameters are changed then the following scaling laws can be used 7
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< a 2>new- Mold a2 > old ( W. constant ) (8-60)2new new in -

2 o wld 2
<a new >e old W. constant ) (8-61)newn

2 wnew 2W cosatJ(-2
<a > =<a > oldstn (-2new w olold in

The complicating factor is that changes in M and w often cause

change in Win. Two forms of Win can be used to evaluate these

changes, depending on the type of excitation. For an imposed motion

excitation of a given vibration velocity <v 2 >, then

2 (8-63)W.n R <v > [ .[•2 .l
in

where R is the real part of (Z)

For an imposed force excitation <ff2 >, then

Win= G <f 2 > (8-64)

where G is the real part of (l/Z)

For example, consider the one dimensional compression waves in

a rod of cross sectional area S, with a force <f 2 > applied to one

"end. The input power is given by
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21
2  <f >

=n > (8-65)

*- In order to predict the change in vibration level due to a change in

the cross sectional area of the rod, the following scaling law can

be used

2Mol Wnew 2
(ald Wnew <a 2>old old (8-66)

new old S
new

A.n example of the scaling law for the vibration response of an

aircraft structure caused by the fluctuating pressure levels is
shown in Figure (8-9), [8-221. Table 8-7 summarizes the procedures

used in the extrapolation method.
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Table 8-7 Summary of Procedures for the Extrapolation Method

A. Inputs Required

1. General geometric description of system in terms of

relationship to previously studied systems

2. General description of system excitations in terms

of relationship to previously studied systems - -

3. Information relating to the response of similar

excitations

B. Steps of Solution

1. Identify the type of response information needed

2. Obtain desired response information from previously - -

studied similar systems

3. Identify scaling laws that describe significant

differences between previous and current systems

4. Evaluate scale factors that qualify the changes in

respone due to changes in the system or excitation

characteristics

5. Compute the system response relative to the

previous systems based on these scale factors

C. Outputs Obtained

1. System response (approximate amplitude) based on

information obtained from similar systems -- ,

8-52
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8.9 COMPARISON OF METHODS

A typical comparison of three of the methods described in this

chapter is shown in figure (8-10). This figure shows a comparison

of the vibration response predictions for a test structure as

obtained by modal measurements, FEM, and SEA. Figure (8-10a) shows

the details of the test structure and the various models. Figure

(8-10b) shows the narrow band (0-1400 Hz) results of the modal

measurements and FEM along with the band average predictions of

SEA. In general there is good agreement between the FEM and the

modal measurements in this frequency range. The band average SEA

results tend to overpredict the average measured results.

Figure (8-10c) shows the band average results of the three .-

methods in a higher frequency range. Above about 6000 Hz the FEM 2..

prediction drops off due to the lack of modes. In general there is

good agreement between the SEA and the band average measured levels

in this frequency range.

Table 8-8 compares the relative merits of the different methods

in relationship to the following list of criteria: inclusion of

damping, level of expertise required, effort required, and frequency

range of applicability. This table can be used to identify the best

method to be used in a particular case depending on the requirements

given.

8-53

- ... ,,
el--, .:L..i ,.:•,?. - \ L.-. ._-: F F, .• _,:i- - . ._ _ _.. •, --- , . -/ _ , :, " : - -J, -m. _



0

u4J

I- 00

D-4

coo

0.4

8-54



I Ma

c >

7J Do3O , 9 R 0 -s,

8-55



A.).

W 4,
U5

to 0

4- 4,

Ojj 2t W . 04
Aj m~. ~

10

U 41

4,2 C U ) 4

ev 4J

4- >, f

UL C. -

m- 1 In
4,4- V ~ '~ ' 'al

~ co

~ V'

4l

'-4 (0 8-56 4



. -. .. . . -. . -. .. .

REFERENCES

8-1. Snowdon, J.C., Vibration and Shock in Damped Mechanical
Systems, John Wiley & Sons, Inc., New York, NY, 1968.

* 8-2. Cremer, L., and Heckl, M., Structure-Borne Sound, Springer-
Verlag Berlin Heidelberg, New York, NY, 1973.

8-3. Skudrzyk, E.J., Simple and Complex Vibratory Systems, - .
Pennsylvania State U.P., University Park, 1968.

8-4. Timoshenko, S., Young, D.H., and Weaver, W. Jr., Vibration
Problems in Engineering, John Wiley & Sons, New York, NY,
1974.

8-5. Formenti, D., and Welaratna, S., "Structural Dynamics
Modification - An Extension to Modal Analysis", SAE Paper
No. 811043, 1981.

8-6. Gimmestad, D.W., (Ed.), "An Improved Ground Vibration Test
Method", Wright-Aeronautical Laboratories, Ohio, September
1980.

8-7. "Proceedings of 1st International Modal Analysis
Conference", Orlando, FL., November 8-10, 1982, (Sponsored
by: Union College, Schenectady, NY.)

8-8. Lyon, R.H., Statistical Energy Analysis of Dynamical
Systems: Theory and Applications, The M.I.T. Press,
Cambridge, MA, 1975.

8-9. Lyon, F..H. and Eichler, E., "Random Vibration of Connected
St:"uctures", J. Acoust. Soc. Am., Vol. 36, No. 7, pp. 1344-
1354, July 1964.

8-10. Lyon, R.H. and Scharton, T.D., "Vibrational Energy ..

Transmission in a Three Element Structure", J. Acoust. Soc. .-

Am., Vol. 38, No. 2, pp. 253-261, February 1964.

8-11. DeJong, R.G., "Vibrational Energy Transfer in a Diesel
Engine", SC.D. Thesis, Massachusettes Institute of
Technology, August 1976.

8-57

S-~~..."•.- ........... -- -. "... •...."........... L.'...-.-. .....- .-.-- -. --- . . . '.-... :-..



- -. 'r -r ¶ w-' -r ~ - ~ T.- • .- .-

8-12. Neubert, V.H., "Series Solutions for Structural Mobility",
J. Acoust. Soc. Am., Vol. 38, No. 5, pp. 867-876, Nov.,
1965.

8-13. Bathe, Klaus-Jurgen, Wilson, E. L., Numerical Methods in
Finite Element Analysis, Prentice-Hall, Inc., Englewood
Cliffs, New Jersey, 1976.

8-14. Zienkiewicz, O.C., The Finite Element Method in Engineering
Science, McGraw-Hill Book Company, New York, 1971.

8-15. Schaeffer, H.G., MSC/NASTRAN Primer: Static and Normal Modes
Analysis, Wallace Press Inc., Mont Vernon, N.H., 1979.

8-16. Guillemin, E.A., Synthesis of Passive Networks, John Wiley & . -

Sons, Inc., 1957.

8-17. Shearer, J.L., Murphy, A.T. and Richardson, H.H.,
Introduction to System Dynamics, Addison-Wesley Publishing
Company, 1967.

8-18. Sykes, A.O., "Application of Admittance and Impedance
Concepts in the Synthesis of Vibrating Systems", Synthesis
of Vibrating Systems, ASME, pp. 22-37, 1971.

8-19. Mahaffey, P.T. and Smith, K.W., "A Method of Predicting
Environmental Vibration Levels in Jet-Powered Vehicles",
Shock and Vibration Bulletin, No. 28, Part 4, p. 1, August
1960.

8-20. "A Guide to Predicting the Vibrations of Fighter Aircraft in
the Preliminary Design Stages", AFFDL-TR-71-63, 1973.

8-21. "Vibration Response of Ballistic Re-entry Vehicles", AFFDL-
TR-72-140, 1973.

8-22. Lyon, R.H., Random Noise and Vibration in Space Vehicles,
Shock and Vibration Information Center, U.S. Government
Printing Office, Washington, DC, 1967.

8-23. L.K.H.Lu, et.al, "Comparison of Statistical Energy Analysis'-
and Finite Element Analysis Vibration Prediccion with
Experimental Results", The Shock and Vibration Bulletin No.
53, Part 4, p. 145, May 1983.

8-58

. . . . .. . ... - . " , . "• • • -


